
Better Together? The Role of Explanations in Supporting Novices in Individual
and Collective Deliberations about AI

TIMOTHÉE SCHMUDE, University of Vienna, Faculty of Computer Science, Research Network Data Science,

Doctoral School Computer Science, Austria

LAURA KOESTEN, Mohamed bin Zayed University of Artificial Intelligence, Department of Human-Computer

Interaction, UAE, and University of Vienna, Faculty of Computer Science, Research Group Visualization and Data

Analysis, Austria, and AIT Austrian Institute of Technology GmbH, Center for Technology Experience, Austria

TORSTEN MÖLLER, University of Vienna, Faculty of Computer Science, Research Network Data Science, Research

Group Visualization and Data Analysis, Austria

SEBASTIAN TSCHIATSCHEK, University of Vienna, Faculty of Computer Science, Research Network Data

Science, Research Group Data Mining and Machine Learning, Austria

Deploying AI systems in public institutions can have far-reaching consequences for many people, making it a matter of public interest.
Providing opportunities for stakeholders to come together, understand these systems, and debate their merits and harms is thus
essential. Explainable AI often focuses on individuals, but deliberation benefits from group settings, which are underexplored. To
address this gap, we present findings from an interview study with 8 focus groups and 12 individuals. Our findings provide insight
into how explanations support AI novices in deliberating alone and in groups. Participants used modular explanations with four
information categories to solve tasks and decide about an AI system’s deployment. We found that the explanations supported groups
in creating shared understanding and in finding arguments for and against the system’s deployment. In comparison, individual
participants engaged with explanations in more depth and performed better in the study tasks, but missed an exchange with others.
Based on our findings, we provide suggestions on how explanations should be designed to work in group settings and describe their
potential use in real-world contexts. With this, our contributions inform XAI research that aims to enable AI novices to understand
and deliberate AI systems in the public sector.
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1 INTRODUCTION

A growing number of AI systems1 are deployed in the public sector to decide about critical issues, such as employment,
migration, and criminal justice [4, 24, 108, 132]. These systems can have consequences for all stakeholders but tend
to have the largest impact on their decision subjects (people the system decides over), such as discrimination or
misclassification [13, 102]. These harms intensify when decision-making is opaque and uncontestable [1, 3, 32]. For
these reasons, public AI systems should be considered as ‘matters of public interest’ [132], meaning that they need
to be explainable, justifiable, and open for public deliberation [13, 61, 93]. Explanations can make AI systems more
understandable and easier to assess and control [71]. Much of explainable AI (XAI) research is focused on individuals,
but research has shown that group settings can facilitate the understanding of complex topics [90, 94, 97]. Further, group
settings encourage the exchange of views and arguments [113, 116], which are vital when engaging in deliberation

1We use the term ‘AI system’ to describe algorithmic systems with machine learning components. The nomenclature follows research on explainable
AI [71] and research on AI in the context of society [27, 132] and regulation [99].
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(collectively finding a solution to a problem [48]). XAI has not explored in detail how explanations can be combined
with group settings to leverage these benefits. In this paper, we aim to address this gap.

As arguably many people affected by decisions of AI systems have no technical background in developing or analyzing
these systems, this work focuses on ‘lay people’ [34, 77, 112] or ‘AI novices’ [88]. Explanations for AI novices naturally
have different requirements than explanations for AI practitioners, as they have different expertise [36], interests [71],
and prior knowledge [21, 107, 120]. Explanation formats (e.g., visual, textual, dialogue) are known to impact AI novices’
understanding [10, 21, 120] but show inconsistent effects [10] due to contextual factors such as participants’ perceptions
of the use case domain. A possible solution is the adaptation of explanations with personalization [28, 92, 112] and
interactivity [7, 21, 47]. To this end, previous research has analyzed AI novices’ information needs [107] and developed
explanations in collaboration with end-users [73, 126]. However, designs that can adapt to AI novices and that support
their deliberation, especially in groups, are still rare [23, 93]. But these explanations are essential to provide opportunities
where AI novices can learn about and discuss AI systems and to realize the principles of human-centered AI (engaging
stakeholders and empowering people [111]).

Designing explanations that support understanding and deliberation for AI novices in both group and individual
settings meets multiple challenges. Group composition and dynamics place special demands on explanation design [91],
as explanations need to cater to a diverse set of information and format preferences [7, 11, 107]. They must further
support a joint understanding process and collaborative interactions [78], such as sharing and combining, all while
providing comprehensive information and remaining clear and navigable. We address these challenges by proposing
a modular explanation design that spans four information categories (data, system details, usage, and context) from
which users can select. Another challenge consists in validating explanation approaches qualitatively with the relevant
stakeholder groups. Specifically, XAI research does not always include people from marginalized population groups,
who are most likely to be affected negatively as decision subjects [13]. To address this, we conducted two focus groups
with decision subjects to include their perspectives and voices on AI systems in the public sector.

To examine the role of explanations in supporting AI novices’ understanding and deliberation we present the
findings of a task-based interview study with 43 participants, involving 8 focus groups and 12 single interviews. For this
study, we used an explanation design comprising 36 single explanations in question-answer pairs. These explanations
are organized into the four categories data, system details, usage, and context and further assigned to subtopics and
levels of detail (Figure 1). Participants used these explanations to solve the study tasks and decide about deploying a
public AI system (Figure 3). We used an employment scoring algorithm that connects to previous work on AI systems
in employment [79, 96, 108]. Our analysis examines participants’ self-reported understanding, decision confidence,
and perceptions of key information. We further conducted a thematic analysis of how participants interacted with
explanations in both settings. The following research questions guide the analysis:

[RQ1] Explanations: How does a question-driven, modular explanation design support AI novices’ understanding
in groups and individual settings?

[RQ2] Deliberation: How do AI novices use explanations to form opinions and make decisions about AI systems?

Our contributions include i) an explanation design that builds on a question-driven and modular design to accommo-
date different levels of completeness and soundness and that is suitable for both individual and group settings; ii) an
in-depth description of how explanations support participants’ understanding and deliberation processes that identifies
salient differences between the two settings; iii) an analysis of which type of explanations participants requested most
often and perceived as most important; and iv) recommendations regarding the design and use of explanations in group
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settings. We envision that this work can provide valuable starting points for future XAI research that aims to connect
explanations to deliberation on public AI systems.

2 BACKGROUND AND RELATEDWORK

This section describes how our work is embedded in human-centered explainable AI and outlines the main challenges
and approaches to designing explanations for AI novices. It further introduces the two main lenses of analysis to answer
our research questions: understanding and deliberation.

2.1 Human-centered explainable AI

Explainability is often described as a cornerstone of responsible AI systems [121], as explanations can enable stakeholders
such as users and decision subjects to understand [71] and contest AI decisions [1]. A similar focus is set by the domain of
human-centered AI [17], which proposes to build AI systems that 1) are based on user-experience design and stakeholder
engagement, and 2) empower rather than replace people by being controllable and autonomy-preserving [110, 111, 130].
These principles become especially important in high-risk settings [40], such as employment [42, 108], immigration [4],
or criminal justice [24], where erroneous or non-transparent algorithmic decisions can cause severe harm to those
affected [102]. In response to these risks, the domain of human-centered explainable AI (HCXAI) examines how
explanations can contribute to “equitable and ethical Human-AI interaction” [38]. It assumes that transparency alone is
not enough to make AI systems explainable [3], but that explanations need to consider the system’s social context [127],
its lifecycle [35] and its different stakeholder groups [38]. In the context of this work, human-centered explainability is
realized by testing and validating a design approach intended to support AI novices in understanding AI systems and
deciding about their deployment in public institutions [132].

2.2 Designing explanations for AI novices

The majority of people who interact and are involved with AI systems in public institutions are lay people or AI novices,
here defined as “users who [might] use AI products in daily life but have no (or very little) expertise on machine learning
systems” [88]. Established explanation methods, like LIME [103], SHAP [80], and surrogate models [89] are tailored to
experts and require technical knowledge; hence, they do not address the needs of AI novices. To better cover these
needs and match information to them, it is necessary to understand how non-experts conceive of AI systems. Previous
HCI research has analyzed lay understandings to explore user perception and understanding of several algorithmic
systems [34, 39]. Similarly, XAI research has begun to explore the information needs of AI novices to design suitable
explanations for a broader audience [107]. However, few explanation designs have been proposed that truly assume the
perspectives of AI novices [21, 120]. In the following, we summarize current approaches with respect to AI novices’
information needs and current practices of explanation design.

Regarding information needs, previous qualitative research outlined that AI novices value information about the
context and intention of a system’s deployment [61, 107] as well as about the responsible institution [13]. In contrast
to traditional XAI approaches, which focus on descriptive information about the system’s workings and outputs,
explanations for AI novices thus also require normative information, such as justifications [8] for design choices.
Regarding information coverage, previous work posits that transparency does not equal understanding [3] and
that simply making all information about a system available is no valid explanation strategy. Empirical evaluations of
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this claim showed that “white-box” explanations (transparent models) can improve “objective”2 understanding but
may overwhelm non-expert users and reduce perceived understanding [21]. However, later work [11] used similar
explanations and found that they had the opposite effect on understanding, attributed to a difference in the studies’ use
case domains (student admission vs. finance). This indicates that the amount of information should be adaptable to
the given context. Regarding explanation format, Szymanski et al. [120] examined how expert and lay users rated
explanations of different formats and found that while lay users favored visual explanations, they performed better
with textual ones. Other studies confirm this discrepancy and posit that comprehension varies with demographic
factors and domain knowledge [36, 112, 123]. These issues are assumed to be addressed with personalization of
explanations [28, 112], meaning that they are selected and designed according to the user’s stakeholder role [71], prior
knowledge [107], beliefs [87], and explanatory stance [16, 64]. Further aspects to be considered include the explanation’s
purpose [43] and the user’s familiarity with AI [66]. These approaches guided the conceptual development of the
explanation design presented in this study.

We compiled information from different sources documenting employment prediction algorithms [2, 108], producing
an extensive collection of “scavenged” [128] material. To structure this collection, we drew from work on intelligibility
types [76], question-driven explanation design [74], and the separation of information categories into data, system
details, usage, and context [107]. We further applied the principles of explanation soundness (fidelity, complexity) and
completeness (coverage, density) [19, 47, 68] by introducing a structure of sub-topics and a hierarchy of explanation levels.
This combination of question-driven explanations, levels of detail, and user-controlled selection of information aims to
support modularity and interactivity [21, 47, 106] as well as the adjustment of explanations to users’ needs [28, 112].
Section 3.2 describes how these principles were realized in the explanation design.

2.3 Analytical lenses: Understanding and deliberation

In the following, we introduce understanding and deliberation to serve as the main analytical lenses for this paper.
Section 3.5 then operationalizes them for the evaluation of the explanation design and settings.

2.3.1 Individual and collaborative understanding of AI systems. Improving understanding of an AI system is the primary
purpose of explanations, as understanding is thought to enable assessment (e.g., of a system’s fairness) [71] and
action (e.g., contestation) [50] for the system’s stakeholders. However, understanding can be defined in numerous
ways [6, 46, 64, 131]. This work draws from research in learning sciences, cognitive sciences, and explainable AI to define
understanding as i) connecting and applying information [6, 46], ii) being the attempt to grasp the underlying structure
of a phenomenon by way of simplification [131], iii) consisting of several “facets” that include both the analytical
and the emotional connection to information (explain, interpret, apply, take perspective, empathize, self-reflect) [129],
and iv) being a “working” mental model that is attained by recognizing and filling gaps until the learner deems it
sufficient [64]. Due to the challenge of defining and measuring understanding [105], recent research has proposed
an “abilities-based” approach [115], connecting to comparable operationalizations by the learning sciences [129]. We
examine understanding by analyzing which facets of understanding participants use to answer the study tasks and
make a confident deployment decision (Section 3.4).

While individual understanding has been the subject of many studies in XAI [20, 21, 106, 123], understanding in group
settings has been less explored [22]. We thus draw from disciplines that have investigated collaborative understanding:
The cognitive sciences have examined distributed cognition (sharing cognitive load) and outsourcing [64] (delegating

2We use the term in reference to Cheng et al. [21] and Bove et al. [10], it means to describe factual or testable understanding.
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understanding) as fruitful mechanisms for collaborative settings, such as the navigation of a ship [63]. The prerequisite
is that groups achieve “cognitive symbioses with mutually supporting roles” [64], i.e., a constructive working dynamic.
Similarly, educational psychology has found that peer discussion [113], collaborative reasoning [90], and aggregated
knowledge [94] leads groups to perform better than individuals on the same tasks. However, whether groups perform
well depends on their interactions, which can be described with cognitive and social mechanisms of collaborative
success and failure [97]. When groups perform worse than individuals, the associated mechanisms include increased
memory load and retrieval disruption (losing train of thought). In contrast, members tend to have established common
ground and shared task-related information when they perform better. Thus, while it is not clear from the outset if
groups are better for learning than one-on-one settings [9], their advantages, such as sharing of cognitive load and
exchange of views, likely support finding solutions to complex problems and present a valuable testing ground to
deliberate deployment of AI systems.

The field of computer-supported cooperative work (CSCW) has long examined collaborative settings about group
composition and interactions [29, 41, 117]. However, work in XAI has only begun to consider how explanations for
group interactions could be approached, describing that “many-to-one” interactions (multiple people interacting with
an explanation) will likely differ from “one-to-one” interactions due to “complexities in group dynamics, cognitive
bias amplification, trust issues within the group, and group-centric evaluation” [93]. Lastly, previous work in XAI has
examined individual versus group understanding in AI-assisted decision-making but surprisingly found little effect on
understanding [22]. Following up on these findings, we use a ‘triangulation of methods’ [18], as described in Section 3.5),
to empirically explore and compare the effects of explanations on the understanding processes of AI novices in groups
and individual settings.

2.3.2 Deliberating on AI systems. Deliberation, in the sense of informed reasoning and decision-making, is based
on understanding [32] and is key in enabling citizens to debate public sector AI proposals and their potential conse-
quences [61, 132]. Habermas [48] describes deliberation as the exchange of rational-critical arguments on a problem
to the end of finding a solution. These rational-critical arguments are grounded in truth or a shared understanding of
reality, are open for judgment, and can be defended. This connection between shared understanding and deliberation
is central to our examination of explanations’ effects. Deliberation takes place in many areas that shape politics and
life in society [81]. Examples include public referendums that let inhabitants vote on jurisdictional changes (such as
Swiss federal and state laws [118]), citizen forums addressing matters of public importance (such as water supply in
California [54]), and community-based grassroots formats where citizens support each other (such as the right to repair
movement [27]). These settings have in common that they involve “social entities made up of people who are in one
way or another engaged with their environment” and who use deliberation and productive conflict to negotiate and
change policy issues [49]. While these participation formats are not perfect and potentially incur cognitive biases such
as groupthink3 [5, 55, 93], they create spaces where the general public can gather, discuss, form opinions, and decide
on public interests. We argue that AI systems in public institutions constitute such public interests, encapsulated in
the term public AI. Züger and Asghari [132] employ the term to make explicit that AI systems in public institutions
must fulfill obligations to prove their benefit. These obligations include being justifiable, equal, open to validation,
technically secure, and the result of a deliberation or co-design process. Identifying formats supporting this deliberation
on public AI systems is an open research challenge. Prior work has investigated how ’mini-publics’ [44] can be used to
support the co-design of algorithmic policy [73] and procedural justice in algorithmic resource allocation [72]. HCI

3Prioritizing group harmony over real argumentation and discussion.
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research has further shown that participatory formats can connect communities and institutions in public service
transformation [31]. And in XAI, studies showed that group discussions can facilitate the critical analysis of an AI
system’s recommendations and that supplying information on both pros and cons of an AI’s recommendation lead to
more frequent and more productive group deliberation [22].

However, settings that allow participants to deliberate in person on the deployment of high-stakes public AI
are underexplored. We aim to address this gap by implementing mini-publics as focus groups with three different
compositions (domain experts, decision subjects, and members of the general public4), thus including stakeholders of
different backgrounds and degrees of involvement. We further compare group deliberation processes with those in
single interviews, which can be described as “internal deliberation” [85]. On this basis, we aim to provide insight into
suitable explanation designs and social formats to support deliberation on public AI systems. Section 3.5 describes the
concrete analysis approach to this end.

3 METHODS

In this section, we describe our methods and study procedure. We conducted a task-based semi-structured interview
studywith 43 participants (Section 3.6), structured into 8 focus groups with 3–5 participants each and 12 single interviews
(Section 3.3). Participants were presented with the study’s employment prediction use case (Section 3.1) and a collection
of explanations about this system (Section 3.2) before solving four tasks and deciding about the system’s deployment
(Section 3.4). The study closed with an interview, lasting 90–120 minutes for focus groups and 60 minutes for single
interviews. We analyzed individual and collective interactions with the explanations, self-reports, and deliberation
processes (Section 3.5). The university’s research ethics committee approved this study.

3.1 Use case: The AMS employment prediction algorithm

3.1.1 Description. The AMS algorithm5 is a system developed to calculate the employability of job-seekers in Austria.
It was created by a private company for the Austrian Public Employment Agency between 2015 and 2021 but was
never used as a live system and put on hold in 2021 due to privacy objections [2]. The system uses a logistic regression
model trained on historical data to predict job-seekers’ employment chances based on demographic features (such as
age, education, nationality, etc.) and work history. The outputs are a short-term and long-term employment score for
each job-seeker [45]. These scores would serve as recommendations for the job-seekers’ counselors at the employment
agency to assist in deciding about suitable support measures. Counselors could overwrite the system’s predicted scores
of job-seekers but would need to give a reason for doing so [2, 53]. More information is provided in the appendix.

3.1.2 Choice of use case. Algorithmic tools that assist in assessing job-seekers and resource allocation have been
deployed in various countries, including Germany [14], Austria [2], Poland [96], and the Netherlands [33]. However,
the introductions of these applications also repeatedly led to sociotechnical conflicts [108]. The deployment of the
AMS algorithm was motivated by three overarching goals: a) increasing consultation efficiency, b) increasing support
measure effectiveness, and c) reducing arbitrariness [45]. Detailed reports warned that counselors might over-rely on
the algorithm or hesitate to overrule its suggestions [2]. Further, the algorithm’s model and underlying data structure
were predicted to discriminate against marginalized groups, who would lack the option to contest the system itself [79].
Transparency and ongoing scrutiny of the algorithm were listed as necessary measures to prevent these risks [2]. As the

4Participants who were neither directly affected as job-seekers nor were potential users of the system.
5AMS stands for the Public Employment Agency (Arbeitsmarktservice).
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AMS algorithm represents a larger class of algorithmic decision-making systems that spark public debate around their
deployment in public institutions [102], it exemplifies how AI systems become matters of public interest and presents a
suitable use case for our study.

3.2 Explanation design

3.2.1 Description. The explanation design comprised 36 question-answer pairs about the AMS algorithm. Each question
belonged to one of four categories, data (format, content, limitations), system details (features, model, examples), usage
(operation by and interaction with users), and context (intention of deployment, target group, responsible actors).
Each category was further divided into topics with three levels of increasing detail (base level, level 2, level 3). Every
explanation was printed on an A5 paper sheet and contained a question (e.g., "Who operates the system?") answered
with a brief text or image (cf. Figure 2). Participants first received an explanation overview (Figure 1) and the four base
explanations and could request levels 2 and 3 at any time during the explanation phase (as depicted in Figure 3). The
explanations were presented in an analog paper format that allowed participants to interact with them physically and
that facilitated social interactions, such as sorting, exchanging, pointing, and reading to each other. The full collection
of explanations is depicted in the appendix.

3.2.2 Design foundations. The explanation design was intended to allow the users to explore information in a flexible
and self-directed manner. To this end, the design used a modular structure, meaning that the explanations were divided
into four information categories, which were again subdivided into topics and three levels of detail (base level, level 1,
level 2). The four information categories, data, system details, usage, and context were based on research on AI novices’
information needs and covered both technical and sociotechnical system aspects [107]. The subdivision of explanation
categories into topics and levels of detail organized this broad supply of information while accommodating different
needs of information completeness and soundness [69] and introducing a degree of personalization [19]. The goal of
the modular design was thus to create explanations that offered information on every aspect of the AI system, from
which participants could select the most relevant according to their information needs and preferences. It further aimed
to avoid limitations of “groupware” systems [83] by supporting both individual and collaborative interaction, providing
multiple user perspectives (e.g., user, decision subject), and synchronizing interaction with the material.

The question-answer style was motivated by explanation design research [74, 75] and was intended to improve user
engagement and understanding by matching their thought processes. For example, when users learn that the system
uses features to calculate job-seekers’ employment scores, they might ask what the exact weights of these features are
and how they are calculated. This corresponds to the three levels of detail in topic A of system details (Figure 1). The
explanations further used different explanation methods [114] such as feature importance, local and global explanations,
examples, counterfactuals, and argumentative approaches (Figure 2). Information was presented in different formats
but mostly relied on textual information and used highlighting, colors, and illustrations to emphasize key points.
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Overview of explanations You will receive the base level automatically.  
All further explanations are available on request at any time. 

How large is the data set  
and how was it collected? 

What is the data’s content?  
What are populations?

A Format and structure B Data content

Base

Level 2

Level 3

C Limitations and risks

What does the data set  
look like?

Does the data represent  
the population? Can the data be misused?

Is the data secure /  
complete / sound?

Could the data set change  
over time?

What is not represented by  
the data?

Can people obtain information  
about their own data and 
correct it?

Which features does the system 
process and how are they 
weighted?

What is the employment  
chance and how is it  
calculated?

A Features and weights B System process

Base

Level 2

Level 3

C Examples

What are the exact weights  
of the features?

How accurate are the 
system's predictions?

Why do people with similar 
characteristics have different 
employment chances?

What chance would the  
system calculate for Martin 
and Schifteh?

How are the weights of the 
features calculated?

What errors can the system 
make?

What chance would the  
system calculate for me?

Dossier 1: Data

Dossier 2: System details

☒

☐

☐

☒

☐

☐

☒

☐

☐

☒

☐

☐

☒

☐

☐

☒

☐

☐

Who operates the system? How is the system integrated 
into the counseling?

A Operation B Integration

Base

Level 2

Level 3

C Interaction with people

How can the system be 
checked and corrected?

How could the system make the 
work of counselors easier or  
more difficult?

What interaction is there  
between system and jobseekers?

What does the group assign- 
ment mean for the people?

Why does automation bias 
play a role?

Why can't the system take 
over all job counseling?

Do misallocations cause 
harm to those affected? 

What is the official purpose 
and intention of the system?

Who is the target group of 
the system?

A Purpose and intention B Target group

Base

Level 2

Level 3

C Responsibility

Why were these features 
selected?

How was the target group 
involved in the development 
process?

How are the disadvantages 
of minorities compensated?

Who is responsible for the 
system?

What is the political back- 
ground to the introduction 
of the system?

Can people who are affected 
appeal against decisions?

What ethical standards were 
used to guide the 
development of the system?

Dossier 3: Usage

Dossier 4: Context

☒

☐

☐

☒

☐

☐

☒

☐

☐

☒

☐

☐

☒

☐

☐

☒

☐

☐

Fig. 1. Overview of explanations. Explanations were designed as a collection of 36 question-answer pairs. The questions were
assigned to 4 categories, data, system details, usage, and context, each containing 9 questions. Participants received the base explanations
at the beginning of the explanation phase, as indicated by the ticked boxes, and could request all other explanations at any time
during the explanation phase using this overview.

Dossier 1: Data

A Format und structure

How large is the data set and how was it collected?


Scope: 860,277 entries on business cases. A business case refers to the period 
in which a person is unemployed and registered with the employment agency. 
This means that several business cases can exist for one person.


Period: The data describes a period over the last four years.


Storage location: Data warehouse on the employment agency's server.


Collection: The data was taken from the database of the Association of Social 
Security Institutions. Consultants at the agency can supplement or correct the 
data if necessary.


Base Dossier 3: Usage

B Integration

Level 2

How could the system make the work of counselors easier or more difficult?


 

Easier

 Provides an overview of any 
relevant informatio

 Provides guidance for 
assessing the chances of 
jobseeker

 Enables a judgment that is not 
based solely on the view of the 
advisor

 Can be used to legitimize 
decisions

 Key figures can limit the 
advisor's scope of discretio

 Obligation to give reasons when 
correcting the decision can be 
time-consumin

 Interaction with jobseekers 
could become too formalize

 Requires appropriate training 

More difficult
Arguments

Dossier 4: Context

 B Target group

Level 3

Can people who are affected appeal against decisions?


Affected persons cannot legally appeal to be reclassified to a higher category 
by advisors or to have control over the decisions made. However, they can 
address the group allocation in dialog with the advisors and request a 
correction. 


In order to guarantee a right of appeal, a corresponding legal basis would have to 
be created. Another solution could be the establishment of an ombudsman's 
office, which those affected can visit to receive help or legal advice. 

Dossier 2: System details

A Features and weights

Level 2

What are the exact weights of the features?


The exact weights depend on the population. Here are examples of the weights 
for the population with complete information:

[Deployment country]

Fig. 2. Four explanation examples. Examples for explanations in the categories data, system details, usage, and context. Each
question was printed on a sheet of A5 paper with a short answer to the question. Answers could be fully textual or complemented
with visual elements like charts or colored shapes. Each category was given a different color and icon to facilitate navigation.
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3.3 Study procedure

We describe the procedure in the focus group and single interview setting (depicted in Figure 3). Like previous work
in XAI [22], we conducted individual and group settings to compare how the social setting would affect participants’
understanding and deliberation processes.

3.3.1 Focus group procedure. Throughout the study, participants sat together with the investigator and could freely
interact with each other. They first completed consent forms and questionnaires about demographics and knowledge
about employment (domain knowledge) and AI systems (technical literacy). A round of introductions followed, where
each group member stated their name and last interaction with AI to break the ice. The investigator then explained
the study procedure and distributed a mock newspaper article introducing the AI use case (included in the appendix).
Participants indicated their understanding, deployment decision, and decision confidence for the first time (3.4). The
study’s explanation phase followed (including orientation, task, and decision phase), throughout which participants
received and kept access to all explanations. In the beginning, the group received an overview of the explanations
and all base level explanations, all other explanations could be requested at any time. After 15 minutes, participants
received task sheets and had another 15 minutes to complete them, deciding independently whether they wanted
to work together or individually. Finally, the group had 10 minutes to make a joint deployment decision (yes/no,
with conditions allowed). A second round of individual reports followed, described in the next section, and then the
investigator concluded the study. Focus group studies took around 90 minutes.

3.3.2 Single interview procedure. The majority of the study procedure remained the same in single interviews. However,
the explanation phase did not include a group decision phase; instead, the orientation and task phases were prolonged
to 20 minutes each to provide individuals with the same total time as focus groups to interact with the explanations and
individual reports about the group setting were omitted. The individual study setting was included to analyze how
understanding processes changed depending on whether participants worked in a group or alone and whether the
explanation design would support both settings. Single interviews took around 60 minutes.

Use case 
introduction

Participants receive 

explanation overview


+ base levels

Orientation

15 minutes

Group decision

10 minutes

Tasks

15 minutes

Orientation

20 minutes


Tasks

20 minutes

Focus group

only 

focus 

group

Single interview

Individual reports I 
- Understanding I
 

Welcome Wrap-up
- Individual decision I 
  General deployment?



- Decision confidence I
Yes / No

Individual reports II 
- Understanding II
 

- Individual decision II 
  General deployment?



- Decision confidence II
Yes / No

- Explanation helpfulness 
- Explanation influence




- Inclusion in group

- Influence of group  
   discussion on decision

Explanation phase (explanations given on-demand)

Fig. 3. Overview of the study procedure. Focus groups and single interviews differed only in the explanation phase and the
questions for the second individual reports.
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3.4 Study elements

This section provides descriptions andmotivation for the study elements: the introduction of the use case, the explanation
phase comprising orientation, tasks, and the group decision, and participants’ individual reports.

3.4.1 Use case introduction. Participants received initial information about the AMS algorithm in the form of a mock
newspaper article inspired by an Austrian newspaper publication from 2019 [119]. The article provided key information
about the system’s basic workings, goals, and deployment context and featured the opinions of employers and employee
associations about its merits and risks. The presentation format was chosen to provide an introductory summary of
the AI system using a familiar layout and non-technical language while highlighting both the pros and cons of the
system’s deployment. Thus, The article served as a basic introduction to the use case, which aimed to approximate
the amount of information participants might receive through the media. This way, participants received a baseline of
information with which to assess their initial understanding, deployment decision, and decision confidence. Further,
this introduction served to outline relevant aspects that could be explored using the explanations.

3.4.2 Explanation phase (orientation, tasks, and group decision). For orientation, participants received the explanation
overview (Figure 1) and base-level explanations (the first row of explanations in each category) and had 15 minutes
(focus groups) or 20 minutes (single interviews) to become familiar with the structure and explore topics of interest.
Explanations were provided as single A5 sheets to promote the physical sharing and exchanging of explanations.
Participants could freely decide which explanations to request and read, and whether to share and discuss information
with others.

For the tasks, participants received the case of Mr. Harald G.6, a fictional job-seeker with a brief backstory and a list
of features. Participants had 15 minutes (focus groups) or 20 minutes (single interviews) to solve four tasks pertaining
to this case. All questions could be answered with information from explanations in different categories and levels of
detail. Whereas tasks 1, 3, and 4 required locating information, task 2 could be solved in two ways (aside from guessing):
by either giving an estimate based on the rough weightings in the system details base explanations or calculating the
precise employment score. Participants could access and request all explanations and discuss possible solutions. These
were the four tasks (correct answers underlined):

Task 1: Can Harald change the data stored about him (e.g., to correct it)? (yes / no)

Task 2: In which group of employment chance does the system categorize Harald?
(high (>66%) / medium (<66% & >25%) / low (<25%))

Task 3: Which support measures will Harald receive?
(qualifying measures, such as courses and training / stabilization and increased supervision / none)

Task 4: Can Harald appeal against this decision? (yes / no)

For the group decision, focus group participants had 10 minutes to discuss the system’s deployment and were asked
to collectively decide whether to accept or reject it. This was meant to simulate a small referendum in which each
participant’s voice counted for the final outcome. If no consensual decision was reached in time, participants were
asked how the situation should be resolved (e.g., majority vote). They were further made aware of the option to state
conditions for the system’s deployment.

6The case example was inspired by Allhutter et al. [2] and adapted to this study, as depicted in the appendix.
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3.4.3 Individual reports I and II. Participants were asked for individual reports before and after the explanation phase. At
both points, participants reported understanding (5-point scale), deployment decision (yes / no), and decision confidence
(5-point scale) to examine the effect of the explanation phase. In report II, participants also reported the explanation
categories that were most helpful for their understanding (multiple choice) and most influential to their decisions
(multiple choice); focus group participants additionally reported perceived inclusion in the group and the discussions’
influence on their decision (5-point scales). During report II, the investigator asked participants interview questions
about their interaction with the explanations, understanding processes, prioritized information, and situational aspects.
The list of interview questions is included in the appendix.

To prevent influence between participants’ reports, individual reports in focus groups were conducted anonymously
and re-assigned by the study examiner using a color-coded reporting system (Figure 4). Each participant was assigned a
color and received the material for all ten individual reports. Participants took the corresponding paper slip for each
report, wrote their answer, and threw it in a gathering container that hid it from view. The gathered reports were then
collected and recorded by the investigator at the end of the study.

a:___

A B C

b:___

c:___

e:___

f:___

d:___
Yes

I
No

Yes
II

No

1 1 1 1

2 2 2 2

Fig. 4. Material for individual reports of participants. Participants received the materials for individual reports on laminated
paper slips in different colors (blue, yellow, red, green, and grey) and used them to answer questions individually. Slips that were
numbered with letters a to f (A) served as 5-point scales for understanding, confidence, inclusion in group, and influence of group
discussion and were answered by writing a number (1–5); slips with icons and a corresponding textual description (B) served as
selection of the most helpful and influential explanation categories and were answered by selecting any number of icons; slips with
decisions (C) served as voting ballots for deployment decisions and were answered by ticking yes or no.

3.5 Analysis

All focus groups and interviews were audio-recorded and transcribed. These transcripts provided the data basis for the
thematic analysis. Participants’ individual reports, task solutions, decisions, and the investigators’ field notes provided
further data for within- and between-subject comparisons of understanding and decision-making.

3.5.1 Thematic analysis. For both research questions, we conducted thematic analysis [12] of participants’ articulations
to develop a qualitative account of their understanding and decision-making processes. To this end, we developed
inductive codes in the first pass and refined them in the second pass on the transcriptions. The resulting inductive
code base was structured along the overarching categories of understanding, deliberation (decision-making processes,
arguments), opinions (e.g., about AI and policy choices), and experiences (e.g., anecdotes and lived situations). The
full code-book is provided in the appendix. We further highlight that while the quantitative items in participants’
self-reports serve to characterize the diversity of participants’ perceptions and facilitate qualitative exploration [125],
they are not intended to invoke “inference [...] of greater generality” [84] nor impose a mental model based on variance
theory [101].
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3.5.2 RQ1-Explanations. RQ1 focuses on the explanations’ impact on participants’ understanding of the study’s use
case and the differences between individual and group settings. We employ a triangulation approach [18] by using three
ways of analyzing the explanations’ effect on participant understanding. Firstly, comparing participants’ individual
reports before and after the explanation phase was a subjective indicator of changes in their understanding and decision
confidence. Secondly, participants’ answers to the four study tasks indicated their factual or testable understanding.
Lastly, participants’ verbal reports during and after the explanation phase were used to analyze their understanding
processes and barriers thematically. In a deductive analysis, we further compared their interactions to mechanisms of
“collaborative success and failure” [97] and the “six facets of understanding” [129]. With this three-part combination,
we examined participants’ subjective understanding, their information gain, and the cognitive processes of their
understanding. This choice was motivated by educational psychology research outlining that understanding cannot
only be elicited through test questionnaires [105] but involves emotional [129] and meta-cognitive processes [122]
that are equally important. Our focus on understanding is motivated by previous XAI research, which highlights the
importance of understanding in decision-making processes [52, 71, 110].

3.5.3 RQ2-Deliberation. RQ2 focuses on how participants formed opinions about the AMS algorithm, weighed the
pros and cons of its deployment, and settled on a deployment decision. To this end, we compare participants’ decision
confidence before and after the explanation phase. We further conduct an inductive and deductive thematic analysis of
participants’ interactions in both settings to connect them to the “elements of deliberation” [116] – a set of characteristics
that outline deliberation processes. Based on this, we analyze when participants used arguments (grounded, defensible
positions), opinions (personal judgments on things, values, states), and personal experiences [85, 116] to consider the
system’s deployment. For single interviews, we examine participants’ responses to interview questions during the study
to examine their reasoning process and “internal deliberation” [85]. Lastly, to account for one of the most prevalent
cognitive biases in group settings, we examine focus groups for occurrences of groupthink [5, 55] – an effect that sets
in when concurrence-seeking in groups overrides realistic argumentation and discussion.

3.6 Participants

3.6.1 Recruitment. Table 1 and 2 provide an overview of the study participants. Participants were recruited through
cooperation with civil society organizations, an employment agency, public calls for participation, and the authors’
extended network. For focus groups, the authors contacted staff from these organizations known from previous studies
or used channels of general inquiry to describe the study and invite participation. Interested organizations all offered to
support the recruitment process by coordinating with the authors on selecting and inviting potential participants and
finding a place and time to conduct the studies. Groups A, B, C, E, F, G, and H were organized this way. Group D was
recruited through the authors’ network and was equally composed of people who had previously been job-seeking.
For individual studies, participants were recruited using the same channels, and calls for participation were further
advertised on screens and information boards throughout different city districts. All studies were conducted in person
in office or public spaces. Participants were compensated with 30€ for participation in focus groups (90–120 minutes)
and 20€ for single interviews (60 minutes). Our approach for organizing, composing, and moderating focus groups was
informed by Krueger [67]. Concerning the participant sample size, we are guided by research on qualitative methods,
which suggests that the number of participants should be determined by code and meaning saturation [51].

3.6.2 Recruitment criteria. Participants were required to be of full legal age and AI novices, i.e., to have no technical
knowledge or expertise about machine learning systems as described in Section 2.2. These criteria were screened
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in a pre-questionnaire before invitation to the study using two questions: “How would you rate your knowledge of
algorithms?” and “How would you rate your knowledge of artificial intelligence (AI)?”. Each question could be answered
on a scale corresponding to “no knowledge at all” to “professional and detailed knowledge”. Here, the first question
elicited technical knowledge, as participants familiar with AI tools might have rated their AI expertise as high but were
unlikely to know about algorithms without a strong technical interest or background.

3.6.3 Group composition. Participants were further selected to be representatives of one of three roles: domain experts,
decision subjects, or members of the general public. We define domain experts as people who are competent in the field
that the AI system is used in, such as job counselors or advisors (groups B, C, G, and H). We define decision subjects as
people who would potentially be impacted by the system’s decision, such as job-seekers and people who had previously
been job-seeking (groups E and F). All remaining participants are considered members of the general public and were
included to test changes in explanation effects and participants’ perceptions (groups A and D). The study was conducted
with separate participants in three pilot groups to test and refine the explanation design and study procedure.

Table 1. Details on the study participants in the focus groups.

Group ID Age Education Occupation Group ID Age Education Occupation
Group A A1 63 University Retired Group F F1 48 A-levels Job-seeking

A2 69 Secondary school Retired F2 35 n/a Job-seeking
A3 63 Vocational school Retired F3 49 A-levels Job-seeking
A4 70 Vocational school Retired F4 50 Vocational school Job-seeking

Group B B1 46 University Social counselor F5 48 A-levels Job-seeking
B2 76 A-levels Retired Group G G1 37 University Executive staff
B3 46 University Social counselor G2 49 University GDPR officer
B4 70 A-levels Retired G3 44 Secondary school Training counselor

Group C C1 60 Apprenticeship Personnel counselor G4 58 University Executive staff
C2 60 University Personnel counselor Group H H1 37 University Team lead
C3 51 Apprenticeship Job trainer H2 56 Apprenticeship Job trainer

Group D D1 65 University Business consultant H3 45 University Job trainer
D2 53 University Retired H4 43 University Job trainer
D3 52 University Business consultant H5 60 University Administrative staff

Group E E1 36 University Graphic designer
E2 32 Apprenticeship Job-seeking
E3 40 Apprenticeship Job-seeking

Table 2. Details on the study participants in the single interviews.

ID Age Education Occupation ID Age Education Occupation
S1 74 University Retired S7 40 University Job trainer
S2 29 A-levels Nurse S8 43 University Rehabilitation counselor
S3 28 University Social counselor S9 44 University Social center manager
S4 29 University Doctoral student S10 52 University Rehabilitation counselor
S5 37 University Administrative staff S11 59 University Social center manager
S6 28 University Job-seeking S12 39 University Education program manager
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4 RESULTS

In this section, we present our results as answers to our research questions: How question-driven, modular explanations7

support understanding in individual and group settings (RQ1, Section 4.1) and how AI novices used explanations to
form opinions and decide about the system’s deployment (RQ2, Section 4.2). Participant labels denote the study setting
(focus group: A–H / single interviews: S) and the participant ID, as listed in Tables 1+2. To distinguish themes in the
analysis, inductive themes are italicized, while ‘deductive themes’ are put in quotes.

4.1 RQ1-Explanations: How does a question-driven, modular explanation design support AI novices’
understanding in groups and individual settings?

To examine how AI novices used the explanations to understand the study’s use case, we analyzed their self-reports,
articulations, and interactions in both settings. We found that each setting supported different aspects of understanding,
suggesting a trade-off. We first describe how the explanations contributed to shared understanding and ‘collaborative
success’ in groups (4.1.1) and continue with the explanations’ role in instances of ‘collaborative failure’ [97] (4.1.2),
summarized in Figure 5. We then describe individuals’ interactions with the explanations (4.1.3), participants’ feedback
on the explanation design (4.1.4), and summarize the benefits and drawbacks of both settings for XAI (4.1.5).

4.1.1 Groups’ benefits: Shared understanding and increased engagement. In the best cases, groups leveraged the modular
explanation structure to use distributed cognition [63], meaning that participants processed information in parallel
and then combined it. We use the term shared understanding to capture interactions that realized distributed cognition.
Examples of such interactions included locating information together, sharing information with others, discussing
interpretations, debating task solutions, and querying and explaining (a question by a group participant invites other
participants to contribute). The explanations only afforded this set of interactions to groups, as they required social
interaction with other participants. For example, in Group C, participant C1 read the first study task aloud and asked
for input (querying), after which the group discussed solutions (explaining):

C1 Can Harald change the data stored about him? Yes, he can certainly change it, can’t he? [...]
C3 Which stored data, the one down there? [points at Harald’s demographic features]
C1 Yes, just that.

C3 49 – no, male – no. The apprenticeship – no, Austria – he can still change that. Duty of care – he could

get married or have children. He could change his service sector. He could change his career. Impairment...

C1 Well, what is meant by ‘change’? When he enters the data, he can change the data. He doesn’t have to

specify the knee problem. [...]
C3 So he can change it.

C2 Yes.

Interactions such as querying and explaining and discussing interpretations rely on collaboration between participants
to ‘share working memory resources’, ‘complement others’ knowledge’, ‘re-expose information’, and ‘correct errors’.
These aspects of collaboration are described as cognitive mechanisms of ‘collaborative success’ [97] and provide groups
with multiple ways to tackle explanations. For example, participants tended to work through information about usage
and context alone or in pairs but raised explanations with the group when they were difficult or piqued their interest. This
was often the case with explanations about system details, which included the most numerical information but also were
7We note again that with “explanation” we mean a question and answer pair and with “explanations” we mean the collection of all 36 explanations
(Section 3).
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an important key to understanding the system’s calculations. We describe the process of using other’s understanding
to close gaps in one’s own as outsourcing [64]. As understanding AI systems involves interacting with a variety of
different information categories (e.g., technical, political, social), outsourcing provides a way to hand information to the
team member most competent in this category. For example, in Group B, B2 expressed their appreciation for B3’s help
in solving study task 2: “It was a math problem. You [B3] filtered it out well. It was very analytical. With your help, we

were able to recognize these weak points.” In contrast to querying and explaining, which participants used to invite input
or spark conversation, outsourcing was thus used for the active delegation of an impeded understanding process.

Whether groups used this collaboration depended on participants’ relationships and the group’s social dynamics.
The explanations also served to support these ‘social mechanisms’ of collaboration, by drawing the group’s attention to
certain aspects of the AI system and encouraging them to share their experiences and opinions. We present an excerpt
from Group G as an illustration. Here, participant G4 shared an explanation that documented the algorithm’s impact on
two job-seekers (‘joint management of attention’), which prompted G2 and G3 to discuss interpretations (‘increased
engagement’). This interaction established ‘common ground’ that the group later used for deliberation:

G4 That’s bad, the two of them. Look, “What chances would the system calculate for Martin and Schifteh?”

G2 Schifteh is probably worse off, isn’t she?

G4 Schifteh has a 30% chance of employment and Martin 52%, even though Schifteh has a degree and

would be working in the IT sector. And Martin has compulsory schooling and works in the cleaning sector.

Martin’s chances of employment are almost twice as high as Schifteh’s. [...]
G3 I think that’s a bit weird. [...] Because if she can speak English very well and has the specialist

knowledge that our IT sector needs...

G4 She even gets two minuses for living in Favoriten [a city district]. [...]
G1 Yes, and here you have it in writing, I’ll have to look at that too.

A later excerpt in Section 4.2.3 further shows that explanations also led participants to ‘negotiate multiple perspec-
tives’. Addressing both sides of collaboration, cognitive and social, here is an important goal when supporting group
understanding. It can be assumed that when explanations succeed in doing both, they can provide participants with
more comprehensive and more complex information than individual settings. In line with this, previous work in HCI
has found that group interaction boosts task performance compared to individual settings [59]. However, in our study,
individuals surprisingly performed better in the study tasks than groups, as discussed in Section 4.1.3. Even so, we
argue that the set of interactions (shared understanding) enabled through the combination of our explanation design and
the group setting presents important pathways to help AI novices understand algorithmic systems. These interactions
can be especially useful when group members have different domain expertise and information needs, as they can
use complementary knowledge, memory, and perspectives to make sense of information. At the same time, as noted
earlier, these interactions are partly dependent on the group dynamic. Positive interactions like those described were
especially frequent in Groups G and H (job counselors and trainers), where participants knew and trusted each other.
In contrast, the next subsection describes instances where groups encountered challenges in understanding, illustrating
the importance of social mechanisms.

4.1.2 Groups’ drawbacks: Process loss and susceptibility to social dynamics. In some of the focus groups, participants
lost track of information, forgot their train of thought, or abandoned understanding altogether. We summarize these
effects under the term impeded understanding and its final result as abandoned understanding. We found that impeded

understanding occurred due to explanation design flaws and co-occurred with adverse social dynamics, resulting
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in ‘process loss’ (groups falling short of their potential performance [65]). For some participants, the benefits of
the explanations’ modular structure turned into disadvantages when it hampered them in navigating and retrieving
information. Such impeded interactions included cumbersome information uptake, being overwhelmed by information, and
relying on intuition over information. Further, for some participants, the group setting contributed to these impediments.
For example, participant B3 stated that “For me, it doesn’t make sense to [...] split up [the explanations], and everyone

reads a part, that’s actually not enough.” As before, these impediments can be connected to cognitive mechanisms
of ‘collaborative failure’ [97]. When groups had difficulties in interacting with the explanations, they also incurred
‘memory coordination cost’ (increased cognitive load) and ‘retrieval strategy disruption’ (losing train of thought). We
illustrate these mechanisms with an exchange from Group G. Although this group was composed of participants with
university education, it did not succeed in calculating the employment chance for study task 2, in contrast to single
interview participants with the same education.

G4 We can go through the features briefly. Where is the piece of paper with this terrible matrix? [...]
G2 I still don’t understand which value to put. To calculate it, I need an exact value for the weighting.

G1 You can calculate it with this. The apprenticeship has 52%. I believe that he [Harald] has over 25%.

G3 Yes, definitely, I mean, roughly speaking...

G1 She [Shifteh] has over 30%. And she also has 2 minuses [...] and a plus.

G3 That’s also how I estimated it. [...]
G2 But how do you calculate it? [...] And why are there differences between the general weighting and the

exact calculation? That doesn’t click for me right now.

Here, the levels of detail in the explanations acted against participants’ understanding by obscuring the actual
feature weights, which were only accessible in level 2 of system details. While improved navigation might solve this
issue, it also shows the difficulty of simplifying information about AI systems without omitting key aspects. In the
intention to provide an easier reading of the feature weights, which was an advantage in other cases, the explanations’
clarity was reduced, and information was obscured. Addressing all information needs of AI novices [107] thus leads to
problems with information overload, as observed in previous work on ‘white-box’ explanations [21]. However, impeded

understanding alone did not mean that collaboration failed; rather, it depended on how groups dealt with these issues.
Here, the key aspects were group cohesion [65] and constructiveness [95]. When the group dynamic was unfamiliar,
it gave room to negative social mechanisms, such as ‘social loafing’ (group loses motivation) and ‘fear of evaluation’
(being criticized by others), and participants began to abandon understanding. This suggests that when interaction
between participants stopped, interaction with the explanations stopped as well. Limiting these negative dynamics and
promoting positive ones must be a goal of both explanation design and setting.

Notably, these adverse social dynamics occurred most often in Groups E and F, which were composed of job-
seekers. Participants had trouble engaging with the explanations and abandoned interactions and understanding by
saying: “Probably [you can solve it] with that, but I don’t know, I’m too stupid for that.” (E3) or “I don’t know what I

should say. Everything has already been said.” (F2). Here, two things failed: The explanations failed to make crucial
information accessible, and the group setting failed to uplift members who were discouraged. Interactions that offset
this discouragement, such as locating information together and outsourcing, were not realized in Groups E and F. We
thus propose to use co-design approaches to make explanations viable for decision subjects, as has been done with
public servants [126]. Further, XAI should employ methods that create a productive social dynamic, which we identify
as the second key aspect to support ‘collaborative success’ and shared understanding (Figure 5).
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Fig. 5. Both explanation and social dynamic have an impact on collaborative performance. In focus groups, both explanations
and social dynamic were key factors for the understanding outcome. If participants could engage easily with the explanations and each
other, their interactions realized mechanisms of ‘collaborative success’ [97] and led to shared understanding. In contrast, if participants
had trouble using the explanations and could not outsource or discuss these issues, interactions rather realized mechanisms of
‘failure’ [97] (Section 3.5) and showed impeded understanding. Depending on these intermediary steps, groups experienced the
outcomes as working or abandoned understanding. From the perspective of XAI, both explanation and social dynamic are thus
important aspects to keep in mind when designing explanations for groups in collaborative settings.

4.1.3 Why individuals performed better in the study tasks but still felt the absence of collaboration. Despite the different
advantages and disadvantages that group and individual settings offer in learning contexts (Section 2.3.1), these
differences are rarely examined empirically in XAI8. We address this gap by comparing in-person focus groups and
single interviews to examine whether the social setting impacted participants’ understanding. We use a triangulation9

approach by investigating participants’ understanding with respect to three aspects: interactions with the explanations,
task performance, and self-reported understanding.

Overall, the explanation afforded its core functionality to both individuals and groups. Interestingly, participants in
single interviews tended to request the same number or more explanations than focus groups (Figure 6), despite having
seemingly less working memory. S5 described: “Well, maybe [it was overwhelming] at the very beginning [...] But I then

realized that I could get through it to some extent.” Single interview participants also regularly consumed explanations in

bulk, i.e., read through the whole of an explanation category rapidly. This interaction was nearly nonexistent in focus
groups. However, even though participants in single interviews performed better in the study tasks, they often stated
that they missed the “exchange with people, with other perspectives” (S3). S8 explained that this exchange would allow
for a different form of understanding:

I think that, on your own, you can think about it very intensely and [...] make up your own mind. But that’s

also the disadvantage, making up your own mind. Others may have completely different thoughts and a

different professional background. And that would probably have been an exciting exchange. (S8)

Participants in individual settings further performed better in the study tasks than groups (Table 3). A possible
explanation is that participants in single interviews engaged differently with the study tasks, as they often calculated
the exact employment chance in study task 2. None of the focus groups completed this step, but rather made educated
guesses. This might be explained by the degree of focused attention the settings afforded participants. As single
interviews incurred no distractions, participants could immerse themselves in the explanations.

Notably, this difference is not represented in self-reported understanding. Most participants in both settings reported
unchanged understanding after the explanation phase (Table 3). Paradoxically, they verbally stated that it improved. E3
8In one study that made this comparison, participants met in a chatroom and decided in collaboration with the AI and not about it [22]
9Using multiple methods of data collection (here: self-reports, task performance, articulations/actions) to explore a phenomenon [18].
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commented: “I don’t think I understood it the way you can understand it yet, but it’s definitely better than before.” And S3
explained that: “I would still say my understanding is ‘good’, but this ‘good understanding’ is much more informed now than

the first superficial one.” This indicates that participants tended to judge their understanding relative to the information
available, not necessarily in relation to their previous report. We describe this process as calibrating understanding.
Previous research in cognitive science has documented similar effects [64], which were also reproduced in an XAI study
on white-box explanations [21]. However, participants’ verbal reports, their feedback on the explanations (Section 4.1.4),
and the calibration process itself indicate that the explanations improved understanding. Including additional measures,
such as information gain, could further capture the calibration process, which is discussed in Section 5.2.

To compare individual and group interactions with the explanations, we lastly draw from the ‘six facets of un-
derstanding’ [129]. The framework describes that understanding is represented by the ability to ‘explain, interpret,
apply, take perspective, empathize, and self-reflect’ with respect to a topic. The more facets are covered, the better the
understanding. Seeing that individuals had a clear advantage in solving the study tasks suggests that the individual
setting supported the ‘apply’ facet. In contrast, the group settings often led participants to ‘explain’ information to others
and ‘interpret’ it (Section 4.1.1), and to ‘take perspective’ and ‘empathize’ through the exchange of views and experiences
(Section 4.2). As explanations aim to improve understanding of a given AI system, combining both settings to cover
more facets of understanding could thus be a fruitful approach. Further, explanations for individuals in particular can
benefit from information covering facets usually dependent on social interaction. Our design aimed to implement this
through explanations such asWhat chance would the system calculate for me? (interpret – making it personally relevant),
and How could the system make the work of counselors easier or more difficult? (take perspective: provide multiple angles
and arguments).

Based on these findings, we argue that both group and individual settings can contribute to participant understanding
and should ideally be combined. In particular, focused attention can facilitate the application of information, while
shared understanding and the exchange of opinions and arguments (Section 4.2) aid encouragement, reflection, and
collective action. Considering this trade-off between settings can inform how explanations can be combined with social
settings to cover as many understanding facets as possible.

4.1.4 Reflections on the explanation design: Modularity, levels of detail, and most important information. To examine how
the explanation design was received, we asked participants for feedback on the explanations’ structure, content, style
of expression, and information coverage. We report and summarize the participants’ criticisms as a basis to formulate
design improvement suggestions in Section 5.

Strengths and weaknesses of the design. Positive comments described the explanations’ structure as “nicely presented”
(A2, C2) and “good to get an overview” (C3, H4) while being “active and controllable” (S8). Critical comments described
the information coverage as “too much” (D1, S4), and the structure as “confusing” (B1, D1) and “demanding” (D2).
Participants saw the design’s strengths in its four-category structure, question-driven presentation, active selection, and
information scope. However, the scope and depth of information also led to information overload and loss of overview.
Further, the explanations’ many and complicated texts were described as “very difficult” (E2, F2). E2 compared the
language to “letters [...] from the court. I understand every single word, but I don’t understand the context.” Previous work
has found that textual explanations can effectively convey information but tend to raise aversion with users [106, 120].
However, Weitz et al. [126] paradoxically found that users preferred textual explanations. This points to the need for
further research on textual formats in XAI, like the automated adaptation of text to different difficulties.
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Table 3. Reported understanding and task performance. This table shows participants’ two understanding (und.) self-reports and
performance in the four study tasks (Section 3). Increases are colored green, decreases are colored red in reported understanding. The
number of filled circles (•) indicates the number of correct study tasks. Participants in single interviews generally performed better in
the study tasks. Group H showed a particularly high task performance as participants efficiently located the relevant information
together (and made an educated guess for task 2). Most other groups had a lower task performance, but still the setting acted against
participant discouragement and addressed specific facets of understanding (Section 4.1.5).

Focus groups
ID Und. I Und. II Change Task Performance ID Und. I Und. II Change Task Performance
A1 2 2 0 • • ◦◦ F1 2 4 +2 • • ◦◦
A2 1 2 +1 • ◦ ◦◦ F2 1 4 +3 • • ◦◦
A3 4 4 0 • ◦ ◦◦ F3 5 2 -3 • ◦ ◦◦
A4 4 4 0 • ◦ ◦◦ F4 3 3 0 • ◦ ◦◦
B1 4 2 -2 • • •◦ F5 4 4 0 • • ◦◦
B2 4 2 -2 • ◦ ◦◦ G1 5 5 0 • • ◦◦
B3 5 5 0 • • •◦ G2 3 2 -1 • • •◦
B4 2 3 +1 • • ◦◦ G3 5 2 -3 • • ◦◦
C1 4 4 0 • ◦ ◦◦ G4 5 4 -1 • • ◦◦
C2 2 2 0 • • ◦◦ H1 4 5 +1 • • ••
C3 1 3 +2 • ◦ ◦◦ H2 4 5 +1 • • ••
D1 4 3 -1 • • ◦◦ H3 4 4 0 • • ••
D2 4 3 -1 • • •• H4 4 5 +1 • • ••
D3 4 4 0 • • ◦◦ H5 4 4 0 • • ••
E1 3 4 +1 • • ◦◦
E2 3 3 0 • ◦ ◦◦
E3 4 4 0 • ◦ ◦◦

Single interviews
ID Und. I Und. II Change Task Performance ID Und. I Und. II Change Task Performance
S1 5 5 0 • • •◦ S7 4 4 0 • • ••
S2 4 2 -2 • • •◦ S8 3 4 +1 • • ••
S3 4 4 0 • • •• S9 5 5 0 • • ◦◦
S4 4 4 0 • • ◦◦ S10 4 3 -1 • • •◦
S5 5 4 -1 • • •• S11 4 4 0 • • ••
S6 1 4 +3 • • •◦ S12 2 4 +2 • • ◦◦

Most helpful and influential information. Participants in focus groups stated that all explanation categories helped
their understanding and influenced their decision evenly ( Figure 7), often mentioning that “all of them [are relevant]... I

don’t think you can leave anything out, really” (D3). In contrast, participants in single interviews found data much less
helpful and less influential, stating, e.g., that they prioritized another category in the time available. Notably, participants
emphasized that two categories were central: system details and context. System details were perceived as “tangible” (S6)
and “concrete” (S8), and explanations about the features and weighting were perceived as especially important: “That is
the central point, the basis of the whole system.” (G4) In turn, explanations from the category context were requested
the most (Figure 6). Here, participants appreciated explanations that described decision subjects’ inability to contest
decisions and the system’s political background. Drawing from the concept of ‘intelligibility types’ [76], we argue that
system details provided descriptive information to the question “What did the system do?”, while context provided
normative information to the question “Why did the system do [this]?”. Future research should investigate how both
information types can be integrated into explanations for AI novices.
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Explanations requested per study in each setting

H D G B A F E C S3 S11 S12 S6 S2 S8 S5 S4 S7 S10 S1 S9

Fig. 6. Number of explanations requested. The left side shows explanations requested by focus groups, the right side by participants
in single interviews. The horizontal lines indicate the median. While groups were able to process many explanations by splitting the
reading, several single interview participants went through equal or even higher counts. Note that context explanations were the only
category requested in every study.

Most helpful for understanding Most influential for decision

Fig. 7. Most helpful explanation categories for understanding and most influential categories for participants’ decisions.
Participants could select any number of explanation categories for both questions, including none and all four. Focus group participants
found all categories helpful for understanding, but reported system details to be more influential for their decisions. Participants in
single interviews found data both less helpful and less influential and prioritized other categories in the given time. (Section 3.2)
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4.1.5 Summary RQ1: Group and individual settings address different understanding facets in explainable AI. In RQ1-
Explanations, we asked how a question-driven, modular explanation design supports AI novices’ understanding in
groups and individual settings. We found that the explanations support both settings but differ in how understanding
develops. In groups, we found that explanations facilitated interactions that produced shared understanding and involved
cognitive and social mechanisms of ‘collaborative success’ [97]. In groups with a trusting social dynamic, participants
tackled explanations together, which acted against discouragement. When groups had a negative social dynamic, the
explanation design could become overwhelming and understanding issues were left unchecked, leading to ‘process
loss’ [65] and abandoned understanding. Participants in single interviews interacted with the explanations in a more
focused and self-directed manner. This had advantages for task performance and explanation engagement, which
aligns with research on tutoring methods [9]. However, the positive effects of aggregated knowledge [94] and peer
discussion [113] in group settings should not be disregarded. Our findings showed that group settings can bridge
understanding issues by boosting morale and letting participants share knowledge, interpretations, and experiences.
We thus argue that individual and group settings support different understanding facets [129], meaning that they
provide different grounds for understanding AI systems. While individual settings can make it easier to understand
technical and numerical details that require much attention (‘apply’), group settings can support understanding of
the deployment context and consequences through the exchange of expertise and lived experiences (‘interpret’, ‘take
perspective’, ‘empathize’). Consequently, individual and group settings should be combined to leverage their different
modes of interaction and understanding facets when explaining AI systems. In cases where both social settings cannot
be provided, explanations of AI systems should aim to reinforce facets that are not covered in the corresponding setting.

4.2 RQ2-Deliberation: How do AI novices use explanations to form opinions and make decisions about AI
systems in groups and individual settings?

Before and after the explanation phase, participants decided if the study’s case should be deployed, and groups
additionally made a collective decision (Table 4). We compared participants’ decisions and decision confidence and how
they deliberated deployment to examine the impact of explanations and the social setting. We first describe participants’
confidence and decision changes in single interviews (4.2.1) and then present three cases of group discussion illustrating
‘elements of deliberation’ [116], including reasoned arguments (4.2.2), disagreement (4.2.3), and groupthink (4.2.4).
Section 4.2.5 summarizes the findings.

4.2.1 Explanation phase led to increased decision confidence and decision swings. For most participants, deciding about
the AMS algorithm’s deployment was a clear choice: 7 out of 8 groups and the majority of single participants voted “No”
(Table 4). Many participants reported increased decision confidence after the explanation phase and stated that they
felt better informed due to the explanations and, where applicable, the group discussion. Reasons for these increases
included a better understanding of the system’s “fundamental idea” (S4) and the “exchange of different opinions and
things that catch your eye” (G2). Participant B3 emphasized that the explanations, although they only contained factual
information, provided a stark contrast to public narratives:

Well, I changed my mind – you think you understand something when you see it in the media. You have

a political opinion about it. But you don’t know the background information. And when you get to the

background information, you can have a completely different opinion. (B3)

This contrast highlights how explanations of an AI system can impact decision-making by correcting lay under-
standings [34] and is in line with previous work that advocates for making algorithmic complexity visible to users
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to tackle lay understandings [39]. It further directly connects the explanations and changes in participants’ decision
confidence. Few participants reported decreased decision confidence, and only S3 and S11 reported a stronger decrease
of -2 (Table 4). S3 explained that the system might have benefits, but too much depended on the conditions for deployment.
In particular, it should be deployed “responsibly, with a pilot project, in a selected group, for three months”, and not
haphazardly, where “you sit around for a day or eight hours and then training is finished” (S3). S11, who together with S3
requested the most explanations out of all participants, paradoxically stated that their confidence decreased because
“I’m still missing so much information. Especially [...] how tedious it is for the counselors if they have to disagree with the

system.” In consequence, S11 changed their decision from ‘Yes’ to ‘No’. Notably, this fear of an algorithmic imprint was a
prevalent theme throughout all studies and was often connected to past experiences with digitization projects, and the
corresponding institutional deficiencies. S5, who also changed from ‘Yes’ to ‘No’, similarly stated that the explanations
helped them to scrutinize the system: “You don’t have to introduce anything that’s extra bad”. While the explanations
thus made the decision more uncertain for some, they undoubtedly encouraged critical reflection about the use case
and triggered decision changes. Despite only having “their own mind” (S8), single participants could make use of the
explanations to weigh pros and cons and adjust their mental model. This form of “internal deliberation” is supported by
exposure to different views, as provided through the argumentative explanations in usage and context. This suggests
that explanations can substitute at least small parts of public deliberation, which is thought to be the more salient driver
for “reasoning towards good outcomes” [85]. To contrast these findings with focus groups, we illustrate this public
deliberation with three conversation excerpts that showcase elements of deliberation in focus groups.

4.2.2 Case 1 - reasoned arguments: Group B discusses whether to deploy the system. Group B was composed of staff
members and volunteers of a civil society organization. Three participants in this group changed their votes from ‘Yes’ in
the first report to ‘No’ in the second report. We found this change to be driven by three main deliberation elements [116]:
‘sourcing’ information, ‘reasoned arguments’ (opinion claims grounded in the information), and ‘engagement’ with
the topic and between participants. In the excerpt, B2 and B3 weigh pros and cons of deployment. B3 grounds their
arguments in explanations about the system’s features and weightings (system details), changing the discussion’s course:

B2 I’m skeptical, but I’m still in favor of introducing it. Because it could be an aid and a relief for the

staff working there.

B3 I was originally in favor for these reasons, but since I’ve seen these parameters, I would be very much

against it. Because I think there’s a lot of ideology in it. I think it’s no longer acceptable that men are favored

over women and that duty of care only applies to women. This comes from a time that should be long gone.

B2 Those are strong arguments.

B3 The things that come out are so absurd as well. For example, Harald’s apprenticeship was rated

positively, but he can’t even use the apprenticeship for retraining. [...] As much as I like the idea, I don’t like

the parameters.

B1 Did you vote yes first?

B3 I ticked yes at first, but I was really shocked at what was in there [in the system]. [...]
B1 What I’m wondering is, what would be the real benefit of introducing the system? [...]
B4 It’s a grid, a structure for the people who work at the agency, so that they can quickly find a box.

The excerpt highlights how the explanations led B3 to change their deployment decision and served as discussion
triggers. In the resulting discussion, participants state both arguments (discrimination, what’s the benefit?) and opinions
(disagreement with policy choices, AI can assist in decisions). Note that there is a difference between arguments (expression
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Table 4. Individual and collective decisions about deploying the study’s use case. Participants were asked for their decision
about the deployment of the employment prediction system before and after receiving explanations and discussing them (Section 3.3).
Focus groups further made a collective decision about the deployment. Instances in which participants changed their votes between
the first and second decision are colored red. In most focus groups, decision confidence increased after the explanation phase, with
the exceptions of Groups E and F, in which participants had trouble engaging with the explanations and did not collaborate with
each other (Section 4.1.2). In single interviews, participants reported similar increases, except for S3 and S11, who explained their
confidence decreases with strong adjustments to their mental models of the use case (Section 4.2.1).

Focus groups
ID Decision I Group decision Decision II Decision Conf. ID Decision I Group decision Decision II Decision Conf.
A1 No Yes 0 F1 Yes Yes 0
A2 No Yes +1 F2 Yes Yes -1
A3 Yes Yes +1 F3 Yes No +1
A4 No

Yes

Yes 0 F4 No No -1
B1 No No +3 F5 Yes

No

Yes -1
B2 Yes No 0 G1 Yes Yes +1
B3 Yes No +2 G2 No No 0
B4 Yes

No

No +3 G3 Yes No 0
C1 No No -1 G4 No

No

No +1
C2 No No 0 H1 No No +1
C3 No

No
Yes +2 H2 No No +1

D1 No No +1 H3 No No +3
D2 No No 0 H4 No No 0
D3 No

No
Yes 0 H5 No

No

No +1
E1 No No 0
E2 No No 0
E3 No

No
Yes -1

Single interviews
ID Decision I – Decision II Decision Conf. ID Decision I – Decision II Decision Conf.
S1 Yes – Yes 0 S7 No – No +3
S2 No – No -1 S8 No – No 0
S3 No – No -2 S9 No – No +1
S4 No – No +1 S10 Yes – Yes 0
S5 Yes – No +2 S11 Yes – No -2
S6 No – No +2 S12 No – No +1

of reasoning processes that can be defended against critique) and opinions (expression of the speaker’s belief) [85, 116].
While conceiving arguments to persuade interlocutors can result in confirmation bias (interpreting evidence such that
it confirms existing beliefs) [86], the fact that B3 changed their attitude, in fact, indicates that the explanations acted
against this bias. We argue that the excerpt thus shows a positive synergy in that the explanations provided grounds for
‘arguments’, which entered the discussion and provoked ‘collective reasoning’ and three decision swings. However,
considering the large argumentative influence of B3, it should also be considered how the discussion would unfold if B3
had advocated for deployment. A case with comparable dynamics is described in 4.2.4.

4.2.3 Case 2 - disagreement: Group D debates normative positions regarding the algorithmic representation of people.

Group D was composed of participants who had been job-seeking in the past. When the group discussed the AI system’s
deployment, the conversation shifted to how features that represent job-seekers’ profiles should be selected and weighed.
This produced disagreement, an “important marker for deliberation” [116] that displays heterogeneity of viewpoints,
acts against polarization, and involves close examination of others’ reasoning. In the excerpt, D3 argues for the system’s
deployment, while D1 argues against, and D2 acts as a mediator:
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D3 I believe that the system can form the initial basis, based on the unalterable facts, which are of course

weighted, but then it has to be enriched by a human being. [...]
D1 But I don’t believe that there are unalterable facts – well, not in this area. It’s all a question of

representation and the lens through which you see the world.

D3 When the job-seeker says, ‘I only have four years of elementary school’, then that’s four years of

elementary school... [...]
D2 That doesn’t mean that he can’t still be a very educated person.

D3 But that is hard to sell to an employer, right? [...]
D2 I’m skeptical about the data. You [D3] said it’s the ‘basis’, I think there are cracks in this basis. And

I’m afraid [...] that something will be pre-determined...

D3 But the human decision is always subjective.

D2 That has to be weighed up. On the one hand, you have the arbitrariness of the individual employee,

yes, and on the other hand, you have an incomplete picture of a person.

D1 Or a false image.

D2 An incomplete one, I would say.

The group here discusses diverging views and expresses opinions. While these opinions are meant to persuade and
defend, they are grounded in lived experiences rather than in the explanations. The central conflict develops between
D1’s belief that the system misrepresents reality and D3’s viewpoint that it can increase objectivity and assist in decisions.
The discussion here did not lead to a consensus on the deployment decision in the given time, but resulted in a majority
vote for ‘No’. We argue that it still illustrates an important process in the deliberation on public AI systems: Participants
again ‘sourced’ information that was turned into arguments, but the debate led to a more fundamental topic that
surfaced discrepancies which would impede finding a collective decision. The fact that participants then engaged in
‘disagreement’ is a sign of productive deliberation, as it shows that there were diverse viewpoints, that no polarization
or ‘groupthink’ [55] occurred, and that the proposal was closely examined based on the information given [116]. In
a real setting, this form of debate could serve as a fruitful basis to investigate whether the system is in the ‘public
interest’ [132] and to host ‘early-stage deliberations’ [61] on the system during development. The merit of this debate
was further later acknowledged by D1, who found the explanations confusing but stated that these exchanges were the
study’s “centerpiece” and most intriguing part. We argue that the interplay between explanations and group discussion
here supported a (simulated) evidence-informed policy-making process [82].

4.2.4 Case 3 - groupthink? Group A follows a minority position and votes for system deployment. Group A was composed
of volunteers from a civil society organization. Three participants in this group changed their decisions, shifting from
‘No’ to ‘Yes’ after the explanation phase. We explain these changes with three aspects: First, Group A focused on the
explanation category data and did not interact much with other categories (Figure 6). This meant less attention was paid,
for example, to the system’s feature selection and weightings that were decisive in Cases 1 and 2. Second, participants
of Group A stated that they were not directly affected by the system, as they were retired, implying low ‘engagement’:
“It doesn’t affect me anymore and I think to myself, yeah...” (A1). Third, participants prioritized group concurrence above
a “careful, critical scrutiny” [55]. The following excerpt illustrates the tipping point for the collective decision:

A3 I still think the system is better, even if there are still mistakes in it, than sitting opposite someone [a

counselor] who doesn’t like you... [...]

A2 So rather ‘no’?
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A1 Yes, as A3 says, it’s... I don’t know.

A3 Yes and no... [...]
A2 I mean, it can’t be avoided, it will happen. I’m convinced of that, whether we like it or not, it’s done.

A1 It won’t affect us anymore, at least not in the employment office. [...] I agree with the majority.

A2 But that’s difficult now.

A3 I’ll stick with ‘yes’. My daughter would say I shouldn’t think so negatively, especially with AI. [...]

A2 I say ‘yes’ too. [...] You, A1 and A4, can tip the scales.

A1 I say ‘yes’ now too, but not because I’ve changed my mind, but because I want an overall solution.

A4 I say ‘yes’ but I’m leaning towards ‘no’.

Despite articulated reservations, all participants ultimately decided to vote for deployment. We compared this excerpt
with characteristics of ‘groupthink’, a “mode of thinking” in which people value concurrence higher than consideration
of alternative courses of action [55]. This mode produces defective decision-making processes due to three key aspects:
strong social identification with the group, salient norms, and a perceived low self-efficacy to make the decision [5].
The excerpt clearly demonstrates two of these aspects: A1 changes their decision due to a desire for group harmony,
and A4 follows suit (group identification). Further, both A1 and A3 express their uncertainty and sway between options
(low self-efficacy). While A2’s statement that AI is inevitable is an opinion rather than an argument (neither ‘sourced’
nor the product of evident reasoning), it triggers the group to make a quick decision that disregards any remaining
‘disagreement’. Although the process can be connected to aspects of ‘groupthink’ [55], such as rationalizations of flawed
logic and self-censorship, these aspects are not nearly as pronounced as in the literature [5, 55, 56]. For example, the
group did not share an illusion of unanimity, and the uncertainty among participants suggests no guiding salient norms.
Still, as participants avoided ‘disagreement’ and instead followed decisions of other, the excerpt presents a suboptimal
deliberation process [5]. In part, this can be attributed to the explanation’s failure to make all fundamental information
easily available and to not encourage analytical thinking over intuitive, heuristical thinking [15]. In addition, the group
might have missed a role that explicitly takes the opposing viewpoint to fuel discussion, which was identified to benefit
deliberation in previous XAI research [23]. The implications of these findings are discussed in Section 5.

4.2.5 Summary RQ2. The findings in this Section demonstrate how explanations supported deliberation in focus
groups and single interviews. Many participants reported improved decision confidence and changed their deployment
decisions based on the explanations, often due to a disillusionment regarding the AMS algorithm’s assumed merits. These
changes occurred in both settings, suggesting that the explanations supported public and internal deliberation [85]. In
group settings, participants used explanations when discussing deployment, as illustrated in Case 1. Case 2 further
highlights that explanations surfaced discrepancies in personal beliefs and produced productive conflict. In contrast, Case
3 shows a deployment decision based more on concurrence-seeking than on ‘collaborative reasoning’ [90]. However, we
hesitate to label the exchange as ‘groupthink’, as it does not align with all factors that characterize the phenomenon [5].
Based on these findings, we argue that explanations can support people in considering if AI systems are in the public
interest and to discuss “whether and under what conditions to move forward with developing or deploying” them [132].
To achieve this, both the explanations and the group setting need to i) be designed so that they allow for the easy
sourcing of information for arguments, ii) make all relevant information available as soon as possible, and iii) include
mechanisms that encourage participants to examine both the proposal and their positions closely. Matching explanations
and social setting to support ‘elements of deliberation’ [116] thus presents promising starting points for future research
on how explainable AI can promote public deliberation on AI.
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5 DISCUSSION

In this section, we discuss how our findings answer our two main research questions: Whether a question-driven,
modular explanation design supports AI novices’ understanding in groups and individual settings (RQ1) and how AI
novices used these explanations to deliberate about AI systems (RQ2). We describe the advantages of both social settings
for explainable AI, outline which real-world use cases would benefit from our explanation design, discuss whether
the explanations improved understanding, and provide suggestions for their design improvements. We summarize the
implications of our findings in Figure 8.

5.1 Do AI novices learn and deliberate about AI better together or individually?

In Section 4.1, we described that explanations produced shared understanding in groups, involving both cognitive and
social mechanisms of “collaborative success” [97]. Section 4.2 further showed that explanations improved participants’
decision confidence and provided grounds for different elements of deliberation [116], such as reasoned arguments and
disagreement. In the best cases, focus groups in our study had a familiar [57] and solution-oriented [95] atmosphere that
facilitated sharing and discussing information. In these settings, the modular explanation structure showed its strengths
by allowing for the distribution of tasks among group members, providing high levels of detail and breadth if needed,
and offering different viewpoints that could be used as argumentative and conversational starting points. In this sense,
the explanations fulfilled their aim of supporting learning and deliberation about a public AI system [61]. The interaction
between group members is the differentiating factor compared to “one-to-one” [91] explanation settings. In our study,
single interviews allowed for more focused engagement with explanations and a form of “internal deliberation” [85]
but lacked the exchange of knowledge and perspectives with others that is deemed central for deliberation about
public AI [132]. Regarding learning and deliberation, XAI would thus benefit from researching how group settings
can be used to leverage collective reasoning [90], wisdom of the crowds [94], and performance increases through
peer discussion [113]. However, the benefits of group settings have several preconditions, such as the containment of
cognitive biases (groupthink [55], equality bias [93]) and, crucially, a trusting social dynamic [22].

The importance of the social dynamic became evident in groups where members were not familiar and had trouble
engaging with the explanations. In groups G and H, for example, the social dynamic bridged understanding issues of
individual participants and acted against discouragement. In groups E and F, in contrast, these understanding issues
eventually led participants to abandon understanding, as the social atmosphere did not support them in overcoming
them. Here, a lack of trust or simply unfamiliarity between participants likely amplified effects such as social loafing
and the fear of being evaluated [97]. This underscores the importance of creating trust between group members in
collaborative XAI settings [57]. Intuitive measures could be the introduction of a simple task that the group solves
collaboratively before engaging with explanations, such as the Wason card selection task [124]. Another measure
could be the introduction of roles (e.g., proponents and opposition), as has been done with the “devil’s advocate”
in previous work [23], to facilitate discussion and close examination of the proposal. Future work should examine
how such measures can be incorporated into explanation design to support interaction in groups of comparable
compositions. Lastly, regarding cognitive biases, we observed an effect resembling some aspects of “groupthink” [55]
when participants in Group A changed their vote to “Yes” to reach a group decision. We argue that this effect originated
in the lack of detailed interaction with explanations and, possibly, a perceived low degree of personal affection by the
system’s deployment. However, this is contrasted by participants in Group D, who debated at length about the system’s
deployment without reaching a consensus, despite not being directly affected. Potential measures to avoid groupthink
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in discussion could thus be to encourage debate, which again could be the introduction of roles to improve the “dialectic
argumentation” [86], and to explain the system in a way that makes it more personally relevant to participants [129],
e.g., by emphasizing connections to their own experiences.

5.2 Did the explanations improve participants’ understanding?

In Section 4.1.5, we described that the explanations helped participants develop different ‘facets of understanding’ [129].
In groups, participants were encouraged to ‘explain’ information to each other and ‘empathize’ with others’ experiences,
while individuals could better ‘apply’ information in the study tasks. We further described that groups’ interactions with
explanations realized mechanisms of “collaborative success” [97]. We thus conclude that the explanations had a positive
effect on understanding. However, a more complete answer requires that we consider the difference between measure-
ment methods and true cognitive states. In Section 4.1, we described that a majority of participants reported unchanged
understanding after the explanation phase (Table 3) but, paradoxically, described verbally that their understanding
improved; two seemingly incongruent pieces of evidence. We explain these contradictory findings with a process we
call calibrating understanding. The term describes that participants tend to report understanding not in absolute terms,
or even in relation to past understanding, but in relation to the currently available information. Participants explicitly
stated that they calibrated their interpretation of ’good understanding’ according to their knowledge of the information
basis, which differed before and after the explanation phase. The calibration process can be traced by using concepts
from the cognitive sciences: Participants i) reported their initial understanding after reading the use case introduction,
they then ii) saw the explanations and realized that they had understanding gaps [104], which they iii) proceeded to
locate and close [64], however, they iv) also realized that they could not look at every available explanation and would
develop at most a “partial understanding” [62], which they v) rated accordingly in the second self-reports.

Previous studies in XAI documented similar effects caused by white-box explanations [21], which, due to their
high information density, led to increased ‘objective’ understanding but decreased self-reported understanding. Impor-
tantly, [100] found similar discrepancies when participants who received no explanation gave higher understanding
scores than participants who received faithful explanations; a discrepancy our findings might explain. In the same study,
similar discrepancies also occurred between trust self-reports and observations of behavior [100]. In line with these
findings, we argue that the calibration effect should be accounted for when measuring understanding, for example, by
eliciting an additional metric that captures the perceived scope of available information. A potential reporting question
could be “How much information do you feel you currently have about the presented AI system?”, combined with
a 5-point scale ranging from “very little” to “very much”. Self-reported understanding could then be compared with
self-reported information scope and verbal responses to acquire a more complete picture. Recent work in XAI has
further proposed understanding measurement based on participants’ abilities [115]. This approach appears promising,
as the ability to calculate study task 2 was a relevant metric in our study. We thus see eliciting understanding via
multiple measures and exploring how these measures can be combined in individual and group settings as a direction
for future research.

5.3 Which real-world settings would benefit from explainable AI in groups?

In Section 2.3.2, we described several settings where citizens gather to discuss and form opinions on matters of public
interest. These included referendums, forums, and community-based spaces. This paper investigates settings suitable
for deliberating the deployment of public AI systems, an issue that we frame as a matter of public interest due to the
scope and severity of its potential consequences. Having established that using explanations in group settings benefits
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participants’ understanding, decision confidence, and decision-making processes, it is worthwhile to consider how this
setting could be employed in real-world contexts. One answer can be given based on participants’ feedback, who stated
that training in their job agency should employ a similar format to educate about AI. Notably, this feedback was given by
domain experts (Groups C, G) and decision subjects (Group E), suggesting that the setting would suit both stakeholder
groups for an educational intervention. Similarly, P3 explained that the explanation approach could be helpful if a
similar system were used in their care facility by embedding it in the team’s regular meetings, in which difficult cases
are discussed and joint decisions are made. These insights are in line with previous work on XAI in public institutions.
Notably, Lee et al. [73] and Weitz et al. [126] conducted participatory workshops to design explanations with end-users
in the public sector, finding that co-designing explainable AI helps in considering the needs of both clients and end-users.
We envision that collaborative settings and ‘mini-publics’ [44] could be useful in many contexts that aim to strengthen
participatory democracy with respect to AI. Potential areas of application could be professional consultation workshops
for citizens affected by algorithmic decisions, comparable to legal clinics [98], community-based education and training
interventions, such as “contestation cafés” [27], or union forums that inform and organize employees’ voices about
the use of AI in their institution [60]. On a different note, Crivellaro et al. [31] found that participatory formats that
aim to connect communities to public institutions can suffer from a lack of crucial information (e.g., budgets), which
could be alleviated by an information structure such as the presented explanation design. In short, we propose that
explainable AI in collective settings could be a valuable engagement format for contexts in which public AI could impact
people’s lives. Future work could explore how collective XAI settings could be implemented in these contexts as part of
responsible AI initiatives and in connection to both institutionalized [30] and user-based [109] auditing practices.

5.4 What’s missing from the explanation design and how could it be improved?

In Sections 4.1.4, we described that participants appreciated the explanations’ comprehensive and flexible information
selection and self-directed and active exploration. However, they also noted that the explanations have a high access
threshold and require adjustment to themodular structure, making oversight difficult. A digital version of the explanation
design could improve the overview through summaries and navigation while allowing for simple language options
and cross-references. As the simple awareness of the scope of information also seemed to overwhelm participants,
approaches to condense the scope and selection would be beneficial. An example could be a recommendation system
that would suggest to participants explanations from different categories and levels of detail based on their stated
interests and technical knowledge. However, we also emphasize that identifying explanation subtopics and splitting
them up into levels of detail is challenging. Our explanations’ structure provides different levels of soundness and
completeness [69], but deciding how the available information is allocated into this structure requires a subjective
choice. In our study, detail levels 2 and 3 were supposed to convey more detailed but also more difficult explanations
than the base levels. Still, some participants stated that the most critical information for them resided in level 3. We see
avenues for future work in selecting and hierarchically structuring information to be included in explanations for AI
systems, such that they allow for exploration while not obscuring essential information. This essential information
should balance textual and visual design to ensure its uptake does not rely only on textual understanding.

Due to the modular structure and the complexity of some of the information, several participants used intuition in
answering the study tasks instead of truly searching for the explanations for solutions. Framing this in the dual-process
theory of cognition, we observed that participants in these moments used System 1 (intuitive heuristics) rather than
System 2 thinking (analytical reasoning) [15, 58]. Lambe et al. [70] listed strategies to counteract this tendency and
encourage analytical thinking in the medical domain, including checklists, cognitive forcing mechanisms (consideration
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of alternative diagnoses, reconsideration of diagnoses), guided reflection, and use of particular reasoning approaches.
Buçinca et al. [15] further tested cognitive forcing mechanisms in an AI-assisted decision-making scenario, in which they
used three interventions: showing participants an AI decision only on demand, showing the AI decision only after the
participants made their own predictions, and letting them wait before showing them the AI decision. These mechanisms
improved the performance of the human-AI teams but led users to dislike the interface’s usability, presenting a trade-off.
Nonetheless, we concur that these strategies should be considered in future explanation design to “ensure that people
will exert effort to attend to those explanations” [15].

5.5 Summary of explanation design suggestions

We summarize the implications of our findings in the form of suggestions for the design of explanations suited to AI
novices in individual and group settings in Figure 8.

People appreciate active and self-directed 
exploration of information. Explanations 
can support this by letting people select 
information according to their interests.

Explanations for AI novices should cover 
data, system details, usage, and context. 
Technical system details should be 
explained in adjusted levels of complexity.

1

3

1 Active & Self-directed Different Information Levels

Design for Decision Subjects

Enabling Deliberation

Data, System, Usage, Context

One-to-One + One-to-Many
Combining the focused and
detail-
oriented interaction and the associative 
and communicative interaction of group 
settings could augment explanation effect.


5

Explanations can support group 
interaction, decision-making, and 
discussion. This is how XAI can enable 
deliberation on public AI systems. 

6

Explanations should aim to include 
different levels of soundness and 
completeness to allow for exploration in 
as much detail and breadth as necessary.

2

Explanations for decision subjects should 
balance textual and visual information, 
include simple language options, and 
consider a co-design approach.


4

Fig. 8. Summary of implications regarding the design of explanations for individual and collaborative settings based on
our findings.

6 LIMITATIONS

Like any research, this study had limitations. Due to the limited sample size, we did not analyze the impact of sex and/or
gender on our results, limiting the results’ generalizability regarding these aspects but not their overall validity. Further,
our participants were recruited from organizations and networks in the same geographical region, perhaps resulting
in regional or cultural biases. The presented use case is further embedded in a specific sociotechnical context [37]
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that might affect participants’ understanding and perceptions (e.g., perceptions might differ between employability
prediction and credit approval), and thus, a change in the domain might also change the explanations’ effect. However,
this does not limit the transferability of the explanation design, which can be seen as a template that can be adjusted
to other use cases. We further note that our participant sample is biased toward university education in the single
interviews, which we addressed by comparing these participants mostly with university-educated participants in the
focus groups.

We are further aware that the cooperation with civil society organizations in the recruitment of participants could
have led to selection biases, especially in the form of convenience sampling (over-representation of readily available
participants), self-selection bias (over-representation of strongly motivated participants), and interviewer bias (over-
representation of agreeable or compatible participants) [25]. We aimed to counteract these biases by defining research
goals and methods clearly before recruiting participants, by using multiple recruitment sources and methods, ensuring
that group composition was diversified, and by reflecting on possible sampling influences in the analysis of results.
Due to the qualitative approach, our recruitment strategy further did not aim for statistical generalizability but instead
intended to cover a variety of “theoretically relevant cases” [25] and “careful contextualization” [26] to examine our
research questions.

7 CONCLUSION

This paper tested a question-driven, modular explanation design with AI novices in groups and individual settings. We
conducted an interview study involving 8 focus groups and 12 single interviews. We analyzed them to examine the effect
of explanations on understanding, decisions, and decision confidence, participants’ perceptions of key information,
and the interaction processes in both settings. We found that explanations supported participants’ understanding
and decision-making differently, encouraging focused interaction in individual settings and shared understanding
in group settings. Even though individuals could not exchange with others, the explanations still led to increased
decision confidence and changes by supporting internal deliberation. In groups, the explanation design afforded a
set of interactions that allowed participants to support each other’s understanding, and further provided grounds for
exchanging arguments about key aspects regarding the system’s deployment. For groups that experienced collaborative
failure, we suggest the modification of the explanation’s design to highlight essential information and measures to
create a more productive social dynamic. With this work, we aim to showcase the potential of combining explanations
with group settings to enable AI novices to understand and deliberate about public AI systems.
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SUPPLEMENTARY MATERIAL
BETTER TOGETHER? THE ROLE OF EXPLANATIONS IN SUPPORTING NOVICES IN INDIVIDUAL AND
COLLECTIVE DELIBERATIONS ABOUT AI

The supplementary material provides additional information on the study and use case. In Section A, we provide
the features used by the employment prediction algorithm, the mock newspaper article introducing the use case to
participants, and the study task description. Section B lists the self-report and interview questions that were asked
during the first and second self-reports. Section C depicts all explanations that participants could receive in the study.
Lastly, Section D provides the complete code book, listing themes and codes generated from the qualitative analysis.

A ADDITIONAL INFORMATION ON THE EMPLOYMENT PREDICTION ALGORITHM

In this section, we give additional information on the features used by the employment prediction algorithm, the mock
newspaper article introducing the system to participants, and the study task participants solved.

A.1 Features used by the employment prediction algorithm

Table 5. The employment prediction algorithm uses a small set of features to calculate employability scores, including features
describing demographic attributes, education, and past occupation, with "prior occupational career" being constituted by four variables.
The term "cases" describes the number of times a job-seeker registered at the employment agency, "intervals" refers to a pre-defined
time range, and "measures" describe support measures such as qualification courses and subsidization.

Variable • Nominal values
Gender • Male/Female
Age group • 0–29/30–49/50+
Citizenship • [Deployment country]/EU/Non-EU
Highest level of education • Grade school/apprenticeship, vocational school/high- or sec-

ondary school, university
Health impairment • Yes/No
Obligations of care (only women) • Yes/No
Occupational group • Production sector/service sector
Regional labor market • Five categories for employment prospects in assigned job center
Prior occupational career • [Variables as described below]
Days of gainful employment within 4
years

• <75%/≥75%

Cases within four 1-year intervals • 0 cases/1 case/min. 1 case in 2 intervals/min. 1 case in 3 or 4
intervals

Cases with a duration longer than 180
days

• 0 cases/min. 1 case

Measures claimed • 0/min. 1 supportive/min. 1 educational/min. 1 subsidized em-
ployment
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A.2 Mock newspaper article

Special issue The Review 33 

 

Unemployed to be rated by algorithm  
The potential of unemployed individuals will soon be comprehensively screened by a computer program 

After years of development, a new IT 

program will be introduced 

nationwide in January, aimed at 

assessing the employment prospects 

of all unemployed individuals. Using 

a wide range of data, the algorithm 

will sort job-seekers into three 

categories: high, medium, and low 

chances of returning to the 

workforce. 

The system analyzes personal data, 

including employment history, 

frequency and length of 

unemployment, and the individual’s 

professional background. Key factors 

like age, nationality, and education 

are also considered. In addition, the 

algorithm takes into account other 

variables such as local labor market 

conditions. 

Explicit three-part division   

Much of this data is processed 

automatically, with the system pulling 

information from national social 

insurance databases. The criteria 

used to classify job seekers are 

already a vital part of daily job 

counseling, helping advisors tailor 

support to each individual’s situation. 

A key change with the new program 

is the explicit division of the 

unemployed into categories based on 

their chances of finding work. The 

4,500 employment advisors will soon 

have access to the system's 

recommendations for each job-

seeker they assist. 

Individuals with a high probability of 

finding employment are those with a 

66% chance of securing a three-

month position within seven months. 

Those classified as having low 

prospects are predicted to have less 

than a 25% likelihood of obtaining 

six months of employment within 

two years. All others fall into the 

medium-prospects group. 

Opinions are divided 

The labor office board has stated 

that, initially, the algorithm's 

assessment will not directly impact 

decision-making. Advisors will 

continue to manage the allocation of 

support measures. However, new 

objectives tied to the three-part 

classification are in development, 

which could eventually influence 

how labor office funding is 

distributed. 

According to the labor office board, 

the aim of the initiative is to make 

labor market resources more efficient 

in the long run. However, opinions on 

what exactly this means are divided. 

Employers back the plan. "Anything 

that increases the chances of job 

placement is good from our 

perspective," said a representative of 

the Chamber of Commerce. The top 

priority, he added, must be to "use 

resources efficiently." 

While employees are not 

fundamentally opposed to the 

program, they remain more cautious. 

A representative of the workers' union 

noted that they had set two conditions 

for the new system. First, advisors 

must retain the ability to override the 

computer-generated classifications, 

which he believes has been ensured. 

"It was also important to us that the 

group with poor prospects continues 

to receive support to help them re-

enter the job market." R 

 

   

 
Page 1 

 

  

 

Fig. 9. Mock newspaper article. Participants received initial information about the employment prediction algorithm in the form of
a mock newspaper article. The article provided key information and featured the perspectives of employers and employee associations.
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A.3 Task description

Task

Age: 49
Gender: Male
Education: Apprenticeship
Citizenship: [Deployment 

country]
Obligations of care: No
Occupational group: Service
Employment history: Less than 75% in 

last four years
Health impairment: Knee problems

1. Can Harald change the data stored about him (e.g. to 
correct it)?

yes □ no

2. Which group is Harald assigned to by the system?
□ High (>66%)       
□ Medium (<66% & >25%)          

Low (<25%)

3. What support measures will Harald receive?
□ Qualifying, such as courses and further training

Stabilizing and increased support 
□ None

4. Can Harald appeal against this decision?
□ yes noHarald G.

Mr. Harald G., 49, has spent his life working as a 
waiter. Due to a knee surgery, he has recently 
experienced extended periods of unemployment. 
Additionally, he had to care for his mother for an 
extended time. Now that his caregiving 
responsibilities have ended, he comes to the initial 
meeting highly motivated. He is eager to undergo 
retraining and make a fresh start in his career, now 
that he is once again flexible with his time.

All characteristics 
not specified have the value 0!

Fig. 10. Study task. After the first exploration phase with the explanations, participants received a fictional job-seeker case example
describing Mr. Harald G.10: A fictional job-seeker with a brief backstory and a list of features that would be used to calculate his
employment chances. Participants solved four tasks formulated as questions as depicted. The correct answers are here marked with
checked boxes. Whereas tasks 1, 3, and 4 required mostly information retrieval, task 2 could be solved in two ways: by either giving
an estimate based on the rough weightings in the system details base explanations or by calculating the precise employment score.
Participants had 15 (focus groups) or 20 (single interviews) minutes to solve the tasks. During that time, they could access and request
all explanations and discuss possible solutions.
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B SELF-REPORTS AND INTERVIEW GUIDE

B.1 Self-reports

Participants gave self-reports twice in the study, before and after the explanation phase (described in Section 3). In the
following, we list each self-report question and the available answers.

• Understanding I + II
“I think that I understand the system...”
(1 = very little; 2 = little; 3 = neither/nor; 4 = well; 5 = very well)

• Individual decision I + II
“In your opinion, should the system be introduced?” (Yes / No)

• Decision confidence I + II
“In making this decision, I am...”
(1 = very uncertain; 2 = uncertain; 3 = neither/nor; 4 = certain; 5 = very certain)

• Explanation helpfulness
"Which explanations did you find most helpful for your understanding?"
(choose any from: data, system details, usage, context)

• Explanation influence on decision
"Which explanations were most influential to your decision?"
(choose any from: data, system details, usage, context)

• Contributing your voice (focus groups only)
“I was able to contribute my voice in the group discussion...”
(1 = very little; 2 = little; 3 = neither/nor; 4 = well; 5 = very well)

• Influence of discussion (focus groups only)
“The group discussion influenced my decision...”
(1 = very little; 2 = little; 3 = neither/nor; 4 = strongly; 5 = very strongly)

B.2 Interview guide

During the second self-report of participants, the investigator asked interview questions about participants’ interaction
with the explanations, their understanding processes, the most relevant information, and any additional situational
questions. In the following, we list the questions composing the interview guide. The questions about inclusion and
voice in the group were omitted in single interviews.

• Understanding II
How did the explanations help you to understand the system?

What did you find difficult to understand?

And how did the collaboration help you?

Was something missing? An explanation or a question?

• Individual decision II
How do you feel about this decision?

• Decision confidence II
How have the explanations and the collaboration influenced your decision confidence?

• Explanation helpfulness
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Which of the explanations made you realize: Ah, I’ve understood something, that’s good to know. And why? What

effect did that have?

How did you communicate this to the group?

• Explanation influence on discussion
Which explanation made you think: Oh, that’s important. It changes how I think about it. And why?

• Contributing your voice
How did you feel about the discussion process? Was everyone able to say everything?

• Influence of discussion
How do you feel about the decision the group made?

C COLLECTION OF EXPLANATIONS

This section depicts all explanations of the four categories data (Figure 12), system details (Figure 13), usage (Figure 14),
and context (Figure 15). All explanation categories are split into three levels of detail; the background is colored
differently for each level to facilitate distinction. Explanations of the base level were provided automatically; all others
could be requested during the explanations phase. A detailed description of the explanations is given in Section 3. We
insert the explanation overview again as Figure 11 for orientation.

Overview of explanations You will receive the base level automatically.  
All further explanations are available on request at any time. 

How large is the data set  
and how was it collected? 

What is the data’s content?  
What are populations?

A Format and structure B Data content

Base

Level 2

Level 3

C Limitations and risks

What does the data set  
look like?

Does the data represent  
the population? Can the data be misused?

Is the data secure /  
complete / sound?

Could the data set change  
over time?

What is not represented by  
the data?

Can people obtain information  
about their own data and 
correct it?

Which features does the system 
process and how are they 
weighted?

What is the employment  
chance and how is it  
calculated?

A Features and weights B System process

Base

Level 2

Level 3

C Examples

What are the exact weights  
of the features?

How accurate are the 
system's predictions?

Why do people with similar 
characteristics have different 
employment chances?

What chance would the  
system calculate for Martin 
and Schifteh?

How are the weights of the 
features calculated?

What errors can the system 
make?

What chance would the  
system calculate for me?

Dossier 1: Data

Dossier 2: System details

☒

☐

☐

☒

☐

☐

☒

☐

☐

☒

☐

☐

☒

☐

☐

☒

☐

☐

Who operates the system? How is the system integrated 
into the counseling?

A Operation B Integration

Base

Level 2

Level 3

C Interaction with people

How can the system be 
checked and corrected?

How could the system make the 
work of counselors easier or  
more difficult?

What interaction is there  
between system and jobseekers?

What does the group assign- 
ment mean for the people?

Why does automation bias 
play a role?

Why can't the system take 
over all job counseling?

Do misallocations cause 
harm to those affected? 

What is the official purpose 
and intention of the system?

Who is the target group of 
the system?

A Purpose and intention B Target group

Base

Level 2

Level 3

C Responsibility

Why were these features 
selected?

How was the target group 
involved in the development 
process?

How are the disadvantages 
of minorities compensated?

Who is responsible for the 
system?

What is the political back- 
ground to the introduction 
of the system?

Can people who are affected 
appeal against decisions?

What ethical standards were 
used to guide the 
development of the system?

Dossier 3: Usage

Dossier 4: Context

☒

☐

☐

☒

☐

☐

☒

☐

☐

☒

☐

☐

☒

☐

☐

☒

☐

☐

Fig. 11. Explanation overview.
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Dossier 1: Data

C Limitations and risks

Level 2

Can the data be used for other purposes?


In principle, no.


The General Data Protection Regulation ensures that data may only be used with 
consent and only for the defined purpose .


In this case, that means: The data is used by the employment agency's 
consultants to calculate the individual's chance of employment.


Use for other purposes, by other authorities or by people outside the 
employment agency is not legally permitted , unless there is specific consent 
from the job seeker.

Dossier 1: Data

B Content of the data

Level 2

Do the data represent the population?


The dataset contains records of people who were registered as unemployed with 
the employment agency. The distribution of the characteristics does not 
correspond to the entire population, but rather to this subgroup.


Theoretically, a broad representation of people is possible through the 
combination of characteristics (“constellations”). There are around 81,000 of 
these combinations. In practice, data actually exists for around 31,000 of them. 

Dossier 1: Data

A Form and structure

Level 2

What does this data set look like?


Here are five example entries:







Important: These entries are for illustrative purposes only and do not reflect the 
actual form of the data set. In addition, the information is reduced for the sake of 
simplicity. All people are of course fictitious.


Dossier 1: Data

C Limitations and risks

Base

Is the data secure/complete/error-free?


Secure : Yes.


The data is stored encrypted on the employment agency's servers and is subject 
to the General Data Protection Regulation.


Complete : Partial.


Since data is not available on all people, the data set is divided into different 
"populations". For example, newly arrived people who do not yet have four years 
of data, as well as young people (<25 years) and people with an interrupted 
employment history belong to separate populations. Different characteristics are 
sometimes taken into account between the populations and the weighting of the 
characteristics differs.


Error-free : Most likely.


Since the data is obtained from the social insurance and the employment 
agency's internal databases, errors in the sense of incorrect information are 
unlikely. There are also quality controls.


Dossier 1: Data

B Content of the data

Base

What is the content of the data?


Each entry in a business case contains the characteristics of the job seeker as 
well as information on whether and how often they have found short-term or 
long-term work over the course of four years.


What are populations?


To calculate the employment opportunity, the job seekers in the data are 
grouped into four “populations”. These populations differ in the completeness of 
their data and in the characteristics used to calculate the employment 
opportunity

 “Fully valid” population: Complete information over a 4-year perio
 “Partially valid” populations: People for whom information over a 4-year period 

is incomplete, roughly divided int
 Young people under 2
 Recently immigrate
 People with an interrupted employment history

Dossier 1: Data

A Form and structure

How large is the data set and how was it collected?


Scope : 860,277 entries for business cases . A business case refers to the period 
in which a person is unemployed and registered with the employment agency. 
This means that several business cases can exist for one person.


Period : The data describes a period over the last four years.


Storage location : Data warehouse on the employment agency server.


Collection: The data was taken from the inventory of the Association of Social 
Insurance Funds. Consultants in the agency can supplement or correct the data if 
necessary.


Base

Dossier 1: Data

C Limitations and risks

Level 3

Can people obtain information about their own data?


Yes.


People have a right to information about data that is stored about them by the 
employment agency. Corrections and deletions are also possible.


Job seekers are also informed about the calculation of the employment 
opportunity and the allocation to one of the three groups (high, medium, low).

Dossier 1: Data

B Content of the data

Level 3

What is not represented by the data?


Non-measurable factors and difficult living conditions


Basically, the data can only capture values that can be represented with numbers 
or categories. Aspects such as personal motivation, housing situation or 
interpersonal skills are therefore not shown. Information on addiction, debt and 
prison sentences are also not shown.


External factors such as crises and major events


Exceptional events such as economic crises or epidemics are also not directly 
represented in the data. This means that data collected in a "normal" year (e.g. 
2020) are not directly comparable with data from a crisis year (e.g. 2022, i.e. the 
start of the pandemic).



  

Dossier 1: Data

A Form and structure 

Level 3

Could the data set change over time?


Yes.


The data is updated annually to update the characteristics and employment 
relationships of the people. Information from further back in time is also deleted.


If aspects of the employment agency's advisory system are changed, such as 
the definition of care responsibilities or employment relationships, these changes 
must also be implemented in the data.

Fig. 12. Data.
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Dossier 2: System details

C Examples

Level 2

Example 4: SabineExample 3: Michael

Gender : Male 
Age : 34 
Education : Apprenticeship  
Origin : [Deployment count]  
Service obligations: No  
Sector : Production

Employment opportunity: 66 % 

Group: High 

Characteristic

For the sake of simplicity, not all 12 features of the profiles are shown here.

Weighting Characteristic Weighting
Gender : Female  
Age : 34  
Education : Apprenticeship  
Origin : [Deployment count]  
Support duties: Yes  
Sector : Production

Employment opportunity: 59 % 

Group: Medium 

0

Why do people with similar characteristics have different employment 
opportunities?  
These examples, and the photos, are of course fictitious!


Michael and Sabine are both parents. However, the characteristic “care 
responsibilities” can only be applied to women, so there is another difference in 
their employment opportunities (in addition to the characteristic “female”).

0
0

0

Low effect

Strong effect

Dossier 2: System details

B System process

Level 2

How accurate are the system's predictions?


To evaluate the accuracy of the system, its predictions are tested on unknown 
data (172,054 entries). Then it is compared how many predictions match reality 
and how many do not. Example: Below, the system predicted that 25,042 people 
would find work, but in fact they did not find work.

Real case

Prediction

Did not find a job

Did not find a job

58,853 18,220

25,041 69,940

Has found work

Has found work

Accuracy: 74.9%  
(proportion of correctly predicted cases) 


Sensitivity: 79.3%  
(proportion of  
positively predicted  
positive cases)


Specificity: 70.2%  
(proportion of  
negatively predicted  
negative cases)

Dossier 2: System details

A Features and values

Level 2

What are the exact weights of the features?


The exact weights depend on the population. Here are examples of the weights 
for the population with complete information:

Dossier 2: System details

C Examples

Example 2: SchiftehExample 1: Martin

Gender : Male  
Age : 27  
Education : Compulsory school  
Origin : [Deployment count]  
Labour market : Type 1  
Sector : Cleaning company

Employment opportunity: 52 %  
Group: Medium 

Characteristic

For the sake of simplicity, not all 12 features of the profiles are shown here.

Weighting Characteristic Weighting
Gender : Female  
Age : 29  
Education : University  
Origin : Iran  
Labor market : Type 5  
Sector : IT industry

Employment opportunity: 30 %  
Group: Medium

0  
0  
0  
0  
0  
0 0

0

0

What employment chance would the system calculate for Martin and Schifteh? These 
examples, and the photos too, are of course fictitious!


Martin belongs to the "basic group", which means that his characteristics are defined as standard 
and are weighted with "0". The chance of this basic group is a flat rate of 52%. Schifteh is compared 
with the basic group. The weightings show whether people with these characteristics have had 
better or worse chances than the basic group in the past.

Base

Low effect

Strong effect

Dossier 2: System details

B System process

What is the employment chance and how is it calculated?


The employment chance is intended to express how likely someone is to find 
work in a certain time frame. It is calculated by comparing them with people who 
have similar characteristics.


To calculate this chance, the system goes through five steps:


1. The characteristics of a person are used as input.  
2. The previously calculated weights are assigned to the characteristics.  
3. These weights are summed and the number 0.1 is added to the result.  
4. The result is converted to a percentage: the employment chance.  
5. The chance is used to decide which group the person falls into:

Chance of employment  
  more than 66%? --> High group  
  less than 66% but more than 25%? --> Medium group  
  less than 25%? --> Low group

BaseDossier 2: System details

A Features and values

What characteristics does the system process and how are they weighted?

To calculate the employment chance, the system uses 12 characteristics , including demographic 
information (e.g. gender, age, education) and employment history.


These characteristics are , or have no effect ( 0 ) on the employment 
chance . Characteristics with no effect (0) correspond to the "base group" with which other groups 
are compared. Here is an overview of the characteristics and their weightings :



positive ( + ) negative ( – ) 

BaseDossier 2: System details

Dossier 2: System details

C Examples

Level 3

What chance would the system calculate for me?


To calculate your own employment chance, the steps listed in  
System Details B - Base must be carried out. (In the explanations, only feature 
weights of the “population with complete information” are given, so the results 
correspond to this population.)


For example:




1. Sum of weights:  
0.1 - 0.13 + 0.01 - 0.83 + 0.65 - 0.57 = -0.77


2. Conversion to %:  
f(x) = 1 / (1 + e^-x) f(-0.77) = 0.33 = 33 %


3. Allocation: Group Medium

Explanation of conversion to %: System Details B - Extra

Dossier 2: System details

B System process

Level 3

What mistakes can the system make?


One type of error is misclassification: The system predicts a person's 
employment chance inaccurately (i.e. too low or too high). This means that they 
are assigned to an unsuitable group. With a hit accuracy of around 75%  
( System Details B - Level 2 ), the prediction is wrong for around 25% of people. 
A lack of data for certain groups of people can further reduce the accuracy.


Another error can arise from the data situation ( Data B - Level 3 ). Since events 
such as economic crises or the pandemic are not represented by the data, the 
employment opportunities would not apply to the changed labor market during a 
crisis.


The assignment of the regional labor market type ( System Details B - Extra ) is 
another source of error. Since the place of residence determines this assignment 
and the boundaries between advantageous and disadvantageous labor market 
types can be geographically close together, a slightly changed residential 
address can lead to a significantly changed employment chance.

Dossier 2: System details

A Features and values

Level 3

How are the weightings of the characteristics calculated?


The weightings are calculated by a statistical comparison between groups of 
people. First, a base group is defined, i.e. a group of people whose 
characteristics serve as a standard.


In this system, these are men under 30, with a maximum of compulsory school 
education and [deployment country's] citizenship. Easy to remember: The base 
group has all characteristics with a weighting of 0.


Once this base group is defined, a model (called “logistic regression”) is trained 
for each population to predict the relationship between individual characteristics 
and the chance of employment.


This model therefore provides the answer to the question, for example: If the 
chance of the base group is 52%, what is the chance of a person who has the 
same characteristics but is a woman?


The answer: Since, according to the data, women find slightly less work than the 
base group, the model calculates a minus for the characteristic “female”.


Fig. 13. System details.
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Dossier 3: Usage

C Interaction with people

Level 2

What interaction is there between the system and job seekers?


There is no direct interaction between job seekers and the system. Calculations, 
group allocation and justification are communicated to job seekers by the 
advisors.


Job seekers can only influence the system's processes to a limited extent: 
While characteristics such as age, gender and nationality cannot be easily 
changed, characteristics such as education, labor market type or care 
responsibilities can certainly change. This can be communicated to the advisors, 
whereupon the data is updated.



Dossier 3: Usage

B Integration

Level 2

How could the system make the work of counselors easier or more difficult?


 

Easier

 Provides an overview of any 
relevant informatio

 Provides guidance for 
assessing the chances of 
jobseeker

 Enables a judgment that is not 
based solely on the view of the 
advisor

 Can be used to legitimize 
decisions

 Key figures can limit the 
advisor's scope of discretio

 Obligation to give reasons when 
correcting the decision can be 
time-consumin

 Interaction with jobseekers 
could become too formalize

 Requires appropriate training 

More difficult
Arguments

Dossier 3: Usage

A Operation

How can the system be checked and corrected?


The decision-making process can be viewed in part. The system's decision can 
be manually overwritten by consultants.


The system also provides short explanations for the calculated employment 
opportunities and group allocations . These can take the following form, for 
example:


Labor market opportunity from medium to low


Based on the data available to us, the following factors were decisive for the calculation of your labor 
market opportunity


New labor market opportunity: Low 
Additional segment information: You have not completed any vocational training beyond compulsory 
school level. Your acquired qualification is of little use on the labor market.


Short-term labor market opportunity: 10 %  
Long-term labor market opportunity: 25 %   

Previous labor market opportunity: Medium

Level 2Dossier 3: Usage

C Interaction with people

Base

What does the group assignment mean for the people?

The three groups show what expectations are placed on the people's employment chances . The 
groups receive different support measures based on these expectations

 High group : Good chance (>66%) of being employed for at least 3 months within the next 7 
months

 Support : People will probably find a job without additional support, so the aim is more to 
provide advice

 Contact : 8 weeks from registration, otherwise not mandatory
 Medium group : Medium chance (>25%, <66%) of being employed in the short or long term

 Support : People receive access to the usual support offers. These include further training, 
language courses, qualifications, etc

 Contact : At least monthly
 Low group : Poor chance (<25%) of being employed for at least 6 months within the next 24 

months
 Support : People are unlikely to be able to cope with the demands of the job market. The aim is 

therefore to provide support and stabilize living conditions
 Contact : At least annually.

Dossier 3: Usage

B Integration

Base

How is the system integrated into counseling?


The system creates an initial assessment of the characteristics of a job seeker. 
The employment opportunity and group allocation are a decision 
recommendation that counselors can use to compare their own decision or to 
determine support measures. 

Dossier 3: Usage

A Operation

Who operates the system?


The primary users of the system are the consultants at the employment 
agency.


The system is intended to provide consultants with information about their 
clients and a recommendation for a decision. For each “business case”  
(Data A - Base), the system suggests an employment opportunity and thus a 
group allocation, which is intended to give the consultants a point of reference. If 
the characteristics of the job seeker change, this opportunity can also change.


The system’s decision (e.g. 52% -> medium group) can be accepted or rejected 
by the consultants. A reason must be given for a rejection and corrections.

Base

Dossier 3: Usage

C Interaction with people

Level 3

Do misclassifications cause harm to those affected?


No Arguments

 People who are incorrectly 
classified in the High group 
automatically slip into the 
Medium group if they are 
unemployed for a longer period 
of time

 For people who are incorrectly 
classified in the Low group but 
find work sooner, the system is 
no longer relevant. 

 Low group ratings can have a 
demotivating effect and 
become self-fulfilling 
prophecies

 Inappropriate support offers in 
group low can tie up job 
seekers' time 

 Lack of transparency about 
negative decisions can create 
mistrust of the institution

Yes

Dossier 3: Usage

B Integration

Level 3

Why can't the system take over all job counseling?


Counselors fulfil a dual function for job seekers : on the one hand, they support 
them with financial or professional support , suggest development paths and 
establish contact with employers; on the other hand, they are also a control body 
that checks whether job seekers are actually looking for employment and, if 
necessary, issues penalties.


Regardless of how this dual function is assessed, it shows that the work requires 
strong human interaction with job seekers . This includes, for example, taking 
difficult living conditions into account, matching professional interests with the 
available offers and selecting meaningful support offers. 

Dossier 3: Usage

A Operation

Why does the so-called automation bias play a role?


Automation bias is the tendency of people to prefer recommendations made by 
automated systems . This can lead to blind trust in the systems and little critical 
questioning of their decisions.


In the context of this system, this can mean that consultants trust the calculated 
chance more than their own judgment. Appropriate training can counteract this 
effect.


In addition, the routine adoption of the system's recommendation is reinforced by 
two other aspects

 In consulting, there is often little time to deal intensively with people. The time 
pressure creates an incentive to adopt the recommendation directly

 No justification needs to be stored in the system for adoption, but for a 
correction, it does.

Level 3

Fig. 14. Usage.
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Dossier 4: Context

C Responsibility

Level 2

How are the disadvantages of minorities compensated?


Decisions about the targeted support of population groups are made by the 
Ministry of Social Affairs, i.e. politically.


This means, for example, that additional support programs are set up for women, 
young people, people with disabilities and people over 50 to compensate for the 
statistical disadvantages. These groups can take part in support measures 
regardless of the calculated chance, provided there is a budget.


The support measures for the low group are also intended to have a stabilizing 
and supportive effect. The effectiveness of these measures depends, however, 
on the available funds.



Dossier 4: Context

B Target group

Level 2

How was the target group involved in the development process?


The official involvement is described in two points

 During the development, the interests of job seekers were brought in by 
employee representatives and unions

 While no direct discussions were held with job seekers, feedback from 
consultants on detailed decisions about the system was obtained in 40 hours 
of discussions.


The involvement of job seekers was thus largely shifted to the concrete decision-
making process: the decision on the support measures and possible employment 
is understood as a dialogue between job seekers and consultants. 

Dossier 4: Context

A Purpose and intention

Why were these characteristics selected?


This selection of characteristics was made for several reasons

 Characteristics must be uniformly available for the entire population and for a 
larger time frame in the past

 Newly collected data and local factors must therefore not deviate from 
existing data 

 The characteristics should be easily understood and recognizable by 
consultants and clients (from the regular funding allocation process)

 Marital status, sanctions, former citizenships, etc. were deliberately not taken 
into account because this is considered ethically unacceptable.

Level 2Dossier 4: Context

C Responsibility

Base

Who is responsible for the system?


Different bodies are responsible for different aspects of the system

 Setting objectives and planning the system: Ministry of Social Affairs 
 Implementation of objectives through group allocation and distribution of 

funding: Employment Agency 
 Development, data processing, calculation logic and user interfaces: Private 

software company , contracted by the Employment Agency.
 Handling the concrete decisions of the system: Employment Agency 

consultants .

C Responsibility

Dossier 4: Context

B Target group

Base

Who is the target group of the system?


In principle, all people who register with the employment agency as looking for 
work are also the target group of the system.


The “medium group” is allocated the most resources: on the one hand, this group 
contains the most job seekers, and on the other hand, both support measures 
and contact intervals with the advisors are maximized for this group.


There is also specific support for predefined groups , including young people, 
women, people with disabilities and people over 50.  
See also: Context C - Level 2 .


Dossier 4: Context

A Purpose and intention

What is the official intention and goal of the system?


Job seekers are expected by the employment agency to actively try to find a job 
. Requirements and needs vary greatly. The advice should address these 
individual needs and also follow comprehensible standards for the awarding of 
support measures. One of the core problems is therefore the distribution of 
scarce human and financial resources.


The official goal of the system consists of three aspects

 More efficient advice through adapted consultation times for the various 
groups (high, medium, low

 Effective use of resources in supporting job seeker
 Standardization of the awarding of funding and avoidance of arbitrariness

Base

Dossier 4: Context

C Responsibility

Level 3

What ethical standards were used to develop the system

 Algorithmic classification is always intended as a second opinion in order to 
preserve the autonomy of the consultants

 Job seekers should contribute their own perspectives by interacting with 
consultants

 If decisions made by consultants deviate from those of the system, this 
should be used as feedback for the system

 Data and evaluations are not passed on to external persons or organizations

 Decisions made by the system should be understandable by displaying the 
feature weightings and explanatory texts

 The system should promote efficient, objective, accurate decision-making.

Dossier 4: Context

 B Target group

Level 3

Can people who are affected appeal against decisions?


Affected persons cannot legally appeal to be reclassified to a higher category 
by advisors or to have control over the decisions made. However, they can 
address the group allocation in dialog with the advisors and request a 
correction. 


In order to guarantee a right of appeal, a corresponding legal basis would have to 
be created. Another solution could be the establishment of an ombudsman's 
office, which those affected can visit to receive help or legal advice. 

Dossier 4: Context

A Purpose and intention

What is the political background to the introduction of this system?


The basic concept of the system was introduced in the first employment 
agencies around a decade ago. The reason for this was that this form of 
efficiency improvement fit in with the motto of "New Public Management": in the 
mid-1990s, employment agencies were transformed into competitive service 
companies that could be compared with each other. This new structure was 
intended to increase performance and reduce costs.


Technological advances finally made it possible to collect and process data on a 
large scale, which laid the foundation for the system. The aim of the 
development: efficiency, objectivity, accuracy.


While the system was initially seen as a way to serve a growing number of job 
seekers with less budget, it also became an argument for cutting the 
employment agency's resources overall.

Level 3

Fig. 15. Context.
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Table 6 lists the themes and codes developed from the interview data in the qualitative analysis. The table is split into
three main sections: Deliberation, understanding, and experiences and opinions. The left column lists theme groups
and the right columns list single themes as coded in the data.

Deliberation

Deliberation - groups • Appreciation of group setting • Forming opinions on deployment
• Deployment decision changed • Little discussion
• Difficult to make deployment decision • No influence from group discussion
• Discussing diverging views • Strategic decision-making
• Discussion triggers • Unanimous deployment decision
• Does not know what to say • Voting against own interests
• Following decisions of others • Weighing pros and cons

Arguments - groups • Adverse cognitive effects • System can be misused
• Conditions for deployment • What’s the benefit?
• Gaming the system • What’s the intention?
• Influence of Human Factors • Who can I trust?
• Integrating system into working processes • Who’s in control?
• Scrutinizing the system • Who’s responsible?

Deliberation - individuals • AI harms trust in institution • Deployment despite criticism
• AI will harm society • Difficult to make deployment decision
• Attitude remained unchanged • Weighing pros and cons
• Decision more uncertain than before • Would have liked a group setting

Arguments - individuals • Conditions for deployment • Scrutinizing the system
• Decision-makers are not the right people • Supporting decision subjects
• Is it contestable? • System inherits institutional dysfunctions
• Influence of human factors • Unions should take a role
• Integration is the deciding factor • What are the consequences?
• Judgment deviates from algorithm • What’s the benefit?
• Lack of transparency • Who’s in control?
• Necessary to inform individuals • Who’s responsible?
• Projecting hopes on the AI

Understanding

Explanations - groups • Cumbersome information uptake • Incomplete coverage of information
• Differing information needs • Interest beyond time limit
• Exchanging explanation sheets • Locating information
• Explanation design flaws • Order of processing information
• Explanation structure does not make sense • Overwhelmed by information
• Explanation structure works • Piecing together information
• Explanations help understanding • Relying on intuition over information
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• Explanations matched with participants • Requesting explanations in bulk
• Gap between explanation and application • Suggestions for explanation design

Understanding - groups • Abandoning understanding • Outsourcing understanding
• Debating task solutions • Participants work individually
• Discussing interpretations • Querying and explaining
• Dividing understanding burden • Reaching working understanding
• Impeded understanding • Sharing information with group
• Is system already in use? • Suggestions for explanations in groups

Explanations - individuals • Cumbersome information uptake • Explanations require previous knowledge
• Difficult to locate information • Focus on context
• Every category is important • Focus on system details
• Explanation design flaws • Focus on usage
• Explanation design suggestions • Going into detail
• Explanations adjusted mental model • Interest beyond time limit
• Explanations help understanding • Order of processing information
• Explanations influenced decision • Overwhelmed by information
• Explanations matched participant • Relying on intuition over information
• Explanations need to relate personally • Requesting explanations in bulk
• Explanations not suited to decision subjects • Skips category

Understanding - individuals • Calculates employment chance • Reaching a working understanding
• Faults in algorithmic design • Understanding vs information gain
• Impeded understanding • Understanding requires example

Experiences and opinions

Experiences - all • AI is part of digitization • No idea of AI
• Comparing lived experiences • Overburdened Human-in-the-Loop
• Decision subjects have no voice • Using AI at work
• Deficiencies in institution • Using AI without knowing it
• Digital Humanism as institutional practice • Workplace wants to integrate AI
• Is not affected by system

Opinions - all • AI aversion • Deploying institution has bad reputation
• AI can assist in decisions • Disagrees with policy choices
• AI cannot replace humans • Discrimination with and without AI
• AI decisions must be revisable • Fears algorithmic imprint
• AI increases objectivity • Formalization is inevitable
• AI is inevitable • Good intentions, badly executed
• AI just appeared • Need for AI-Human collaboration
• AI misrepresents reality • No opinion
• AI openness • Peaked interest
• AI replaces humans • Public narratives
• AI will not improve work
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