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We argue that explanations for "algorithmic decision-making" (ADM) systems can profit by adopting practices that are already used in
the learning sciences. We shortly introduce the importance of explaining ADM systems, give a brief overview of approaches drawing
from other disciplines to improve explanations, and present the results of our qualitative task-based study incorporating the "six
facets of understanding" [24] framework. We close with questions guiding the discussion of how future studies can leverage an
interdisciplinary approach.
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1 INTRODUCTION

"Algorithmic decision-making" systems analyse large amounts of data to support and drive decision-making in public and
private institutions [9], often affecting high numbers of people. Well-known examples of such "high-risk" [6] systems can
be found in recidivism prediction [5], refugee resettlement [3], and public employment [19]. Many authors have outlined
that faulty or biased predictions by ADM systems can have far-reaching consequences, including discrimination [5],
inaccurate predictions [4], and overreliance on automated decisions [2]. Therefore, high-level guidelines are meant
to prevent these issues by pointing out ways to develop trustworthy and ethical AI [10, 22]. However, practically
applying these guidelines remains challenging, since the meaning and priority of ethical values shift depending on who
is asked [11].

Recent work in Explainable Artificial Intelligence (XAI) thus suggests equipping individuals who are involved with an
ADM system and carry responsibility—so-called "stakeholders"—with the means of assessing the system themselves, i.e.
enabling users, deployers, and affected individuals to independently check the system’s ethical values [14]. Arguably, a
pronounced understanding of the system is necessary for making such an assessment. While numerous XAI studies have
examined how explaining an ADM system can increase stakeholders’ understanding [20, 21], we highlight two aspects
that remain an open challenge: i) the amounts of resources needed to produce and test domain-specific explanations
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and ii) the difficulty of creating and evaluating understanding for a large variety of people. Further, it is important
to note that, despite our reference to “Explainable AI,” ADM is not constrained to AI, and indeed might encompass a
broader problem space.

Despite the emphasis on "understanding" in XAI research, the field features only a few studies that introduce
learning frameworks from other disciplines. We argue that interdisciplinary approaches, which can combine the
technical explanations of interpretability with more human-centred aspects of HCI or algorithmic education, can
produce explanation designs that are easier to adapt to different learning goals and are thus more effective in creating
stakeholder understanding. In the following, we briefly motivate the importance of explaining "high-risk" ADM systems,
give a short overview of crossovers between XAI and other disciplines to create understanding, and present our approach
of incorporating theory from the learning sciences in a qualitative task-based study.

2 INTERDISCIPLINARY XAI APPROACHES TO CREATE UNDERSTANDING

As mentioned, few studies in XAI actively include frameworks from other disciplines to guide their research, in contrast
to works in algorithmic education and literacy. We briefly summarise three such approaches.

Kawakami et al. [13] describe how Wiggins’ & McTighes’ [23] "understanding by design" framework can be used to
define learning goals together with stakeholders, address all "facets of understanding" and convey the "big ideas" of
AI – an approach that we coincidentally pursued in our study. Kaur et al. [12] operationalise "sensemaking theory"
and state that explanations should take into account "the individual, environmental, social, and organizational context
that affects human understanding." Lastly, Alizadeh et al. [1] leverage the concept of "folk theories" to examine how
individual assumptions and expectations are helpful to "discover more valid explanation use cases" [1].

As of yet, few empirical XAI studies leverage these interdisciplinary findings, although previous work by Miller [16]
has demonstrated just how fruitful this can be. In contrast, algorithmic literacy and education studies frequently use
established theories from, e.g., the learning sciences [8, 15], with success. To test such an adaptation of "learner-centred"
methods to explanations of algorithmic decision-making, we conducted an empirical study, which we briefly describe
in the next section.

3 APPLICATION OF "SIX FACETS OF UNDERSTANDING" FRAMEWORK IN OUR CASE STUDY

We conducted a qualitative task-based study with 30 participants on public employment, using the "six facets of under-
standing" [23] framework to analyse participants’ understanding after receiving an explanation. The full description
and analysis of our study are publicly available [18]. 1 Our participant sample included the stakeholder groups "users"
(individuals who would use the system as a tool in their work) and "affected individuals" (the "decision targets" of the
system). We provided participants with three explanation "modalities" (textual, dialogue, and interactive presentation)
of the AMS algorithm2—an ADM system planned to predict job-seekers’ employability in Austria, which was stopped
before its implementation. We inductively and deductively analysed responses, using Wiggins’ and McTighe’s [23]
framework of the "six facets of understanding," which states that when learners understand, they can: explain, interpret,
apply, empathise, take perspective, and self-reflect. An overview of the emergence of facets of understanding is depicted
in Figure 1. We further examined participants’ fairness assessments as an additional indicator for their understanding,
following Langer et al. [14].

1Counts of qualitative codes were omitted on purpose [17].
2The abbreviation AMS stands for the Public Employment Agency.
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Fig. 1. Heatmap of understanding facets that emerged in participants’ responses after receiving one of the three explanationmodalities:
(t)extual, (d)ialogue, (i)nteractive. Darker blue indicates more frequent use of a facet. The column "barriers" depicts the barriers to
understanding a participant encountered. Domain experts are indicated with a d attached to their ID.

We found that the "six facets of understanding" framework had multiple advantages in analysing participants’
responses: i) it highlighted "emotional" facets such as "empathise" and "interpret," which are not always considered in
XAI studies compared to the more "analytical" facets, ii) it allowed us to analyse when participants combined multiple
facets in a single answer, showing higher understanding, iii) it includes reflection and "metacognition" as valuable
components in understanding, and iv) it includes ways to categorise barriers to understanding, such as forgetting or
difficulties to apply learned information. However, we also encountered challenges in applying the framework, as
we i) could not easily distinguish between participants’ understanding of the domain (public employment) and the
algorithm, which points to the interconnection between system and sociotechnical context [7], and ii) encountered
strong emotional statements by participants that we could not capture with the "six facets".

4 OPEN QUESTIONS

Our findings show that applying learning sciences frameworks to XAI contexts can provide new perspectives to
analyse study data and, consequently, inform explanation design. However, applying these frameworks to a study
about "high-risk" ADMs requires a "translation" from their original educational context, as target audiences, available
resources, learning objectives, and processes might differ.

The questions of how this "translation" can succeed and how the evaluation of an ADM system’s ethical values are
embedded in these frameworks would thus be suitable topics for the workshop. We see a challenge in that XAI target
audiences are stakeholders whose day-to-day work does not necessarily include learning activities and who often have
little time to spend or are restricted by organisational constraints. Nevertheless, these individuals are in positions where
they decide to use "high-risk" ADM systems and thus bear plenty of responsibility. Introducing more learner-centred
frameworks to XAI could enable stakeholders to better meet this responsibility by providing them with explanations
that increase understanding more effectively.
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