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ABSTRACT
Ethical principles for algorithms are gaining importance as more
and more stakeholders are affected by "high-risk" algorithmic
decision-making (ADM) systems. Understanding how these sys-
tems work enables stakeholders to make informed decisions and
to assess the systems’ adherence to ethical values. Explanations
are a promising way to create understanding, but current explain-
able artificial intelligence (XAI) research does not always consider
existent theories on how understanding is formed and evaluated.
In this work, we aim to contribute to a better understanding of
understanding by conducting a qualitative task-based study with
30 participants, including users and affected stakeholders. We use
three explanation modalities (textual, dialogue, and interactive) to
explain a "high-risk" ADM system to participants and analyse their
responses both inductively and deductively, using the "six facets
of understanding" framework by Wiggins & McTighe [63]. Our
findings indicate that the "six facets" framework is a promising ap-
proach to analyse participants’ thought processes in understanding,
providing categories for both rational and emotional understanding.
We further introduce the "dialogue" modality as a valid explanation
approach to increase participant engagement and interaction with
the "explainer", allowing for more insight into their understanding
in the process. Our analysis further suggests that individuality in
understanding affects participants’ perceptions of algorithmic fair-
ness, demonstrating the interdependence between understanding
and ADM assessment that previous studies have outlined. We posit
that drawing from theories on learning and understanding like
the "six facets" and leveraging explanation modalities can guide
XAI research to better suit explanations to learning processes of
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individuals and consequently enable their assessment of ethical
values of ADM systems.
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1 MOTIVATION
"Algorithmic decision-making" (ADM) systems analyse data to de-
rive information used to support or facilitate decisions [20]. As
such, they are increasingly used in public institutions and adminis-
tration and thus affect our daily lives. Examples include systems for
recidivism prediction in criminal justice [15], refugee resettlement
advice in immigration policy [7], and employability estimation in
public employment [2, 49]. The EU classifies ADM systems that are
used to decide over human individuals as "high-risk" and proposes
to regulate them strictly [16, 59], for example by prescribing adher-
ence to standards of "trustworthy artificial intelligence" (TAI) [39].
These standards state that a system should be, among other criteria,
transparent, fair, accountable, and have human oversight, in order to
be deemed "trustworthy". However, two problems pose a challenge
in fulfilling these criteria: First, no definition is given of when a
system is, for example, transparent or fair, and second, a system
can be transparent or fair, without being perceived as such [31].

How individuals perceive a system’s ethical values depends not
only on the system’s characteristics, but also on individual factors,
such as personality traits and demographics [42, 52], as well as
on the relation between the individual stakeholder and the ADM
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system [26, 30, 54]. Stakeholders that are involved in a systems’ de-
velopment, deployment, day-to-day usage, or regulation are known
to have very different information needs and priorities in assessing
ADM systems [8, 26, 30, 32]. For example, while an ADM system can
produce benefits for an employer, such as informing employee de-
cisions [7] and reducing costs [37], the same system can negatively
impact stakeholders that are the decision targets by discriminat-
ing against certain population groups [13, 64], thus creating two
divergent perspectives.

Explanations can aid different stakeholders in acquiring a basic
understanding of ADM systems in order to "assess" them in terms of
ethical values [30, 54]. To this end, numerous studies in Explainable
Artificial Intelligence (XAI) examine how people’s understanding of
a system can be increased by using e.g., input influence, sensitivity,
counterfactuals, case-based, and white box explanations [14, 18, 51,
57, 61]. Further, understanding can be affected by the explanation
modality, meaning the presentation of information in e.g., textual,
visual, and interactive form [14, 57]. How to create an explanation
that will address every stakeholder’s individual information needs,
however, remains an open challenge. [18, 52].

To acquire a concept of the mental processes involved in under-
standing, we employ definitions that are established and used in the
learning sciences research. Wiggins &McTighe [63], by referring to
Bloom’s widely-known "taxonomy of educational objectives" [4, 11],
suggest that understanding is essentially transfer: "to take what
we know and use it creatively, flexibly, fluently, in different set-
tings or problems, on our own". Students can demonstrate their
understanding by showing their ability to perform specific things
with their knowledge, which Wiggins & McTighe [63] describe
as the "six facets of understanding". Novel explanation methods
could benefit significantly from adopting theories such as the "six
facets" framework from the learning sciences in order to better con-
struct and evaluate explanations along existent conceptualisations
of understanding and learning. Recent XAI studies already began
to leverage different theories of understanding to this end [27, 28].

In this paper, we follow up on these approaches by investigat-
ing how a one-on-one explanation presented in three modalities
(textual, dialogue, an interactive) creates understanding in differ-
ent individuals. To this end, we conducted a task-based qualitative
study with 30 participants. We analyse their responses using both
inductive and deductive approaches, leveraging the "six facets of
understanding" [63] to examine if participants can explain, interpret,
apply, empathise, take perspective, and self-reflect after receiving
the explanation. We further provide a practical analysis of the
assumption that understanding is a prerequisite for ethical assess-
ment [30, 54], by relating participants’ ability to discuss the fairness
of algorithmic decisions to their understanding. As a case study
for high-risk ADM, we use the AMS algorithm– a system that was
planned to be deployed in Austria to predict job-seekers’ employa-
bility but which was stopped before its actual implementation [3].
TheAMS algorithm represents a high-risk system that incited public
discourse when it was planned [2] and which generalises to other
ADM systems used in "Public Employment Services" [49] due to
the prevalence of individual scoring based on personal attributes.

We are guided by the following research question, including
three sub-questions:

• How does a "global" explanation using textual, dia-
logue, and interactive modality impact participants’
understanding?
• RQ1: Which "facets of understanding" emerge in the re-
sponses of participants after receiving the explanation?
• RQ2: How is the explanation modality correlated to un-
derstanding?
• RQ3: To what degree do participants demonstrate the abil-
ity to engage in meaningful discourse about the algorithm,
for instance in evaluating the algorithms’ fairness with re-
gard to decisions about job-seekers?

Our findings demonstrate that the explanation method chosen
for this study successfully gives participants the opportunity to
articulate their thought processes that underlie their understanding
of the algorithm. To capture and evaluate these thought processes,
we highlight the utility of leveraging learning sciences frameworks,
such as the "facets of understanding" [63], to gain insight on partic-
ipants’ understanding. Pertaining to the study design, we validate
the one-on-one explanation and interview setup which allows for
the gathering of "evidence based on response processes" [5] and
for an "interactive dialogue" which can "more fully capture under-
standing" [46]. Lastly, we observe that participants can successfully
articulate fairness assessments of the given ADM system after pro-
ceeding through the explanation, which however vary in detail and
argumentative reasoning depending on participants’ understand-
ing. We thus practically illustrate the link between understanding
and assessing a system’s ethical values as posited conceptually in
recent XAI studies [30, 54].

2 RELATEDWORK
2.1 Relevance of algorithmic decision-making
In this work, we focus on the AMS algorithm, a system that is used
for "algorithmic decision-making" (ADM) i.e., processing data to
support or drive decisions in a public institution [13, 14, 59, 61].
high-risk ADM systems [16] are increasingly used throughout all
countries and sectors, including the COMPAS1 model to score de-
fendants’ recidivism probability in US courts [15], the GeoMatch
refugee resettlement algorithm [7], the Dutch, German, and Aus-
trian classification systems for public employment [49], and systems
to decide on child welfare services [13]. Many of these systems suf-
fer shortcomings, including unreliability of predictions [13], a lack
of transparency [17], missing stakeholder involvement [49], and bi-
ased training data [15], resulting in negative effects on larger parts
of the population due to ADM. Current literature further shows that
ADM systems rarely comply with standards such as "trustworthy
artificial intelligence" [39] or "value-based engineering" [55] for
multiple reasons [6, 9, 17, 18, 36]. This is critical since research into
the relationship between the use of high-risk ADM systems and so-
cietal values suggests that perceptions of such systems as unequal,
untrustworthy, or unjust can erode trust in democratic institutions
if a large number of people is affected [10, 21–23, 40, 43]. Explana-
tions of ADM systems are seen as one of the possible solutions to
these problems, as they in theory lead to more transparency and
thus more trustworthy systems [39].

1Correctional Offender Management Profiling for Alternative Sanctions.
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2.2 Stakeholders and explanation design
We orient our explanation approach towards the high-level goals of
explainable artificial intelligence (XAI), which as a research field is
dedicated to "amend the lack of understanding of AI-based systems"
to enable different groups of people to assess whether a system’s
output is, e.g., accurate, fair, just, or beneficent [30, 54]. However,
the degree of understanding that explanations produce has been
shown to vary depending on who the explanation’s recipient is.
XAI literature defines individuals involved in the development,
deployment, regulation, or use of an ADM system as "stakehold-
ers". Stakeholders have different information needs and attitudes
depending on their relation to the system [8, 30]. For example, a
"deployer" might expect an explanation to tell them whether the
system can inform employee decisions [7] and reduce costs [37],
while affected stakeholders might expect to learn if the system
discriminates against certain population groups [13, 64].

We use three different explanation modalities to present infor-
mation: textual, dialogue, and interactive modality. In this we
are guided by several works that find that explanation modal-
ities can vary in their impact on understanding [14, 57]. We
are further guided by works featuring in-person empirical stud-
ies [31, 32, 41, 49, 51, 64], as they enable a direct interaction with
the participant and, in our case, the introduction of the dialogue
explanation modality, in which information is conveyed verbally.
A flow chart serves as the basis for all three explanation modal-
ities, as it can depict the complete algorithmic decision-making
process [29], including the "human-in-the-loop", an individual over-
seeing the algorithm and an essential factor in many ADM anal-
yses [9, 18, 32, 64]. Using Speith’s [54] taxonomy of explanation
methods, our explanation flowchart can be described as a both
result- and functioning-focused, model-specific explanation with
a visual output format that aims to globally explain the whole
decision-making process [54]. The three modalities build upon this
base form and add information via textual, verbal, and interactive
presentation.

2.3 Building and assessing understanding
The purpose of an explanation arguably entails producing under-
standing in the explanation’s recipient. Many studies discuss and
analyse how explanations can influence participants’ understand-
ing [6, 44, 50, 51, 57], but what constitutes understanding and how
it can be evaluated is not always discussed. Seeing this as prelimi-
nary to our discussion, we will provide a brief description of how
understanding is discussed in the learning sciences, before intro-
ducing Wiggins’ & McTighe’s [63] framework on understanding
and outlining the "six facets of understanding".

In Anderson’s and Krathwohl’s [4] revised version of
Bloom’s [11] taxonomy of educational objectives, understanding is
lined up as one of six categories in the "cognitive process dimen-
sion", which is counterposed with the "knowledge dimension" to
produce the "cognitive" taxonomy of learning objectives. Bloom’s
original taxonomy was later complemented by the "affective" and
"psychomotor" domains; this separation however was criticised
"because it isolates aspects of the same objective – and nearly every
cognitive objective has an affective component" [4]. Wiggins and
McTighe’s [63] framework is based on the revised taxonomy of

educational objectives, but focuses on the process of understanding.
In this work, we therefore use the definition of understanding given
by Wiggins and McTighe [63].

According to Wiggins and McTighe [63], when someone truly
understands a topic, they can: a) "explain", generalise, and make
connections; b) "interpret", translate, or make the subject personal
through analogies or anecdotes; c) "apply" or "do" the subject in
different contexts; d) "take perspectives" on the topic and see the
big picture; e) "empathise" with values that others might find odd
and perceive sensitively; and f) "self-reflect" on their own beliefs
and habits that shape and impede understanding [63]. This list
of "understanding facets" aims towards "transferability" of knowl-
edge [63]. We utilise Wiggins’ & McTighe’s [63] framework for
multiple reasons: First, it includes both the cognitive and affective
domain, as well as a notion of "metacognition" [48] – meaning to
reflect on one’s knowledge and understanding. Second, their frame-
work is well applicable to our study design, allowing us to compare
our inductive analysis of understanding in participants’ responses
with a deductive approach. Third, Kawakami et al. [28] outline a
concept of using this framework to produce "learner-centered" XAI,
which we follow up on by transferring the theoretical considera-
tions into an empirical study. Lastly, Wiggins & McTighe [63] also
provide a categorisation of "barriers to understanding", which we
adapt to our use case, consisting of: i) forgetting, ii) being unable to
use what we learn, and iii) not knowing that we do not understand.

We further base our one-on-one interview study design on stud-
ies from the learning sciences, which posit that "evidence based on
response processes" [5] allows us to observe how understanding
emerges in the learner’s responses and to distinguish it from knowl-
edge or recall [12]. We further include a task in our study design
where participants are asked to explain the AMS algorithm in their
own words, drawing from Duckworth et al. [19], who underline
that letting learners explain in their own words provides insight
into their understanding.

2.4 Analysing perceptions of algorithmic
fairness

Fairness is seen as one of the central criteria for "trustworthy
AI" [39] or "ethical AI" [21]. Similar to other high-level criteria,
the meaning of fairness as a moral value shifts depending on who is
asked [26, 42, 52, 64], and whether it applies to a human or to a ma-
chine [31, 56]. In this work, we focus on what Langer et al. [30] call
the "epistemic" satisfaction of fairness, meaning that we examine
whether participants can engage in discourse about the fairness of
the AMS algorithm after receiving our explanation. In contrast, we
are not focussing on the "substantial" satisfaction of fairness [30],
meaning our discussion will not cover whether the AMS algorithm
actually acts fairly or not. We thus use the fairness assessment as
an indicator of whether the explanation served to increase partic-
ipants’ understanding and enabled them to assess the system in
ethical terms.

3 METHODOLOGY
To gain insight into stakeholders’ understanding of ADM, we con-
ducted a task-based qualitative study with 30 participants using
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three explanation modalities of the AMS algorithm (textual, dia-
logue, and interactive). In the study, an explanation of the algorithm
(Section 3.2.1) was followed by two tasks (Section 3.2.2) and a short
interview about the deployment of the algorithm in society. We
analyse participants’ responses inductively and deductively, using
the "six facets of understanding" framework [63]. An overview of
the study procedure is depicted in Figure 3. See Section Table 1 for
the participant sample.

3.1 The algorithm
In our study, we used the AMS algorithm2 as a prototypical example
of an algorithmic decision-making system in Public Employment
Services [49]. The algorithm was developed between 2015 and
2021 by a private company for the Public Employment Agency
and was piloted for a short time in the autumn of 2018, but was
never used as a live system and is currently put on hold due to
legal objections [3]. The case has been covered by several academic
studies and incited public discourse over the benefits and risks of
its deployment [1, 3, 35, 49].3 As a great number of people could
be affected by the implementation of such a system, and as the
stakes generalise well to other high-risk settings, we use the AMS
algorithm as a case example for our study.

The algorithm’s predictions and model. The AMS algorithm was
constructed to assign job-seekers to one out of four categories
("high", "medium", or "low" employment chances, plus special cases),
depending on their personal attributes, such as age, gender, and
education. Every prediction would be confirmed or corrected by
an employee of the Public Employment Agency. The groups of
employability were defined as follows:

• "Medium": Job-seekers would receive regular support mea-
sures4 to improve their chances of finding employment.

• "High": Job-seekers were expected to find new employment
quickly and would receive fewer support measures.

• "Low": Job-seekers were expected to require more support
and would be referred to another facility.

• Other: Teenagers, people with disabilities, and people over
50 would receive additional support measures independent
of their employability scoring [3].

The algorithm’s model was trained on several years of job-
seekers’ data, mainly consisting of personal attributes (features):
gender, age, citizenship, education, impairment, obligations of care
(only women), occupational group, prior occupations; as well as
a representation of the local job market.5 People with similar per-
sonal attributes would be grouped and compared to the "standard
group" [24] – young men with secondary school education – to be
assigned a short-term6 and long-term7 employability score. For fur-
ther details please refer to the supplementary material and Allhutter
et al. [3].

2The abbreviation AMS stands for the Public Employment Agency.
3An extended discussion of the public discourse and perception of the AMS algorithm
is provided in Section A in the supplementary material.
4Such as further training or application coaching.
5Attributes are listed in detail in Section A in the supplementary material.
6At least 90 days unsupported employment in sevenmonths. Unsupported employment
is not subsidised by the Employment Agency.
7At least 180 days unsupported employment in 24 months.

Biases in the algorithm. The weighting of personal features in the
algorithm’s classification can be considered biased in that several
attributes such as gender and nationality led to decreased employ-
ability predictions [24]. However, these biases would in theory
lead to higher support measures for job-seekers possessing these
attributes, in effect supporting those that were potentially disad-
vantaged in the job market [25]. Nonetheless, Allhutter et al. [2]
point out how the algorithm’s practical implementation could have
detrimental effects on the support and treament that job-seekers
would receive. In summary, the AMS algorithm is an example of
how personal and systemic considerations can lead to value con-
flicts and ethical dilemmas in algorithmic decision-making, which
is why we chose it as a suitable example for the study. Explanation
and task examples were chosen such that these issues were brought
to the participants’ attention, without however preempting any
judgement or value statement.

3.2 Study setup
3.2.1 Explanation modalities. We used a between-subjects study
design, showing each participant one of the three distinct explana-
tion modalities (textual, dialogue, interactive) of the AMS algorithm.
All modalities built upon a visual flowchart of the algorithmic
decision-making pipeline, depicted in Figure 18. In the explana-
tion, the fictional job-seeker Hannah reports to the Employment
Agency and is assigned to group "medium" by the algorithm, which
is confirmed by the employee. The modalities, depicted in Figure 2,
enriched the flowchart with additional information, which was
identical between modalities but was presented in different ways9:

• Textual: Textual descriptions were added to the basic flow-
chart in the form of comments. Participants continued
through the explanation slides at their own pace and asked
questions at the end.

• Dialogue: The study examiner verbally added information
to the flowchart, explaining depicted components in each
slide. Participants could ask questions throughout the whole
process.

• Interactive: The flowchart was implemented as a simple
interactive web version that featured buttons which showed
textual descriptions when clicked. Participants could ask
questions at the end.

We chose these modalities to achieve multiple aims: First, show-
ing the whole "global" decision-making process without requiring
participants to have technical or specific domain knowledge, fol-
lowing the setups of Wang & Yin [61] and Logg et al. [34]. Second,
giving learners the opportunity to close gaps in their understanding
by asking questions ("inquiring") and interacting verbally in the
dialogue modality, which can lead to more effective understand-
ing [33, 45, 46, 53]. Third, examining the contrast between static and
interactive interfaces, motivated by Cheng et al. [14], who found
that interactive interfaces led to increased understanding.

3.2.2 Tasks: predicting employability and explaining the algorithm.
Participants had to complete two task sections that were meant to
8Please note that alt-text for Figures 1 and 2 is provided in Section G of the supple-
mentary material.
9For a more detailed description of modalities confer Section C in the supplementary
material.
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Figure 1: The flowchart that every explanation modality built upon. The different parts of the explanation are presented
sequentially according to the indicated numbering. 1○ Hannah is a fictional job-seeker reporting to the Employment Agency.
2○ Some of her personal attributes are recorded for the employability prediction. 3○ Hannah’s attributes are compared to the
"standard group": young men with secondary school education. Based on this comparison, the weight and value of Hannah’s
attributes are calculated. 4○ The sum of these values is put into a logistic regression function that maps it to a scale of 0 to 1.
Multiplied by 100 this gives the short-term employability chance of Hannah. 5○ The long-term chance is calculated in a similar
fashion with a different model. 6○ According to three simple rules, Hannah is assigned to one of three groups, which is then
confirmed or corrected by the employee of the agency. 7○ Hannah receives the final decision and group assignment.

probe their understanding and fairness assessment of the algorithm,
as depicted in Figure 3.10

In the first task section, participants were presented with three
example cases of job-seekers and were asked to (1) propose mea-
sures that could help the person find work again and (2) estimate
their chances for short-term and long-term employment11. Partici-
pants then received the algorithmic decision for the job-seeker and
the employee’s decision (accepting or correcting the algorithm’s
scoring plus any additional measures), and indicated whether they
perceived the (3) algorithmic and (4) human decision as fair.

The second task section was split into two: In the first sub-
task (2.1), participants were provided with a job-seeker case and
were asked to explain to the study examiner how the algorithm
would handle the case. In the second sub-task (2.2), participants
received a case similar to the first one but ranked higher in terms
of employability. Participants should then indicate why the two
job-seekers were classified differently.12

10Example cases are described in detail in Section D and E in the supplementary
material. Cases were taken from a detailed report on the AMS algorithm by Allhutter
et al. [3].
11Short-term in the AMS algorithm is defined as being employed at least 90 days in
the next seven months, long-term as at least six months in the next two years
12The first case was female and had duties of care, while the second was male and did
not have duties of care (for further detail see supplementary material).

3.3 Analysis
For our thematic analysis, we applied two levels of qualitative
coding to the data: inductive analysis in the first pass, and deductive
analysis in the second.13

In our first pass, we examined the data for understanding and
perceptions of fairness, letting the overarching themes and the-
ory emerge from the data, following Thomas [58]. We created 18
categories capturing different aspects of understanding, such as
the level of detail (e.g., whether participants attended more to the
technical details or the societal consequences), the connection to
personal knowledge and experience, emotional engagement, and
instances in which understanding was impeded. We created 18
more categories to capture participants’ perceptions of algorithmic
fairness, including statements about the algorithm’s precision, the
importance of the human in ADM, and issues of inequality. We then
compared statements addressing algorithmic fairness with the four
dimensions of algorithmic fairness perceptions by Starke et al. [56]
to find intersections and create overarching themes.

In our second pass, we produced six deductive code categories ac-
cording to the "six facets of understanding" framework by Wiggins
and McTighe [63], which we split, according to the sub-processes

13Both approaches are documented in the supplementary material.
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Figure 2: The flowchart split into all three modalities: textual, dialogue, and interactive. Information was added by textual
comments, verbal comments, and interactive controls, respectively.

Figure 3: Depiction of the study procedure. Participants received a short introduction about the goals and scope of the study,
filled out a questionnaire, and then were asked about the possible consequences of implementing the AMS algorithm. They
then received one of three explanation modalities and were asked about their self-reported understanding. Participants then
proceeded through both task sections, were asked again for their self-reported understanding and finally answered several
interview questions.

involved in every category, into a total of 21 codes. We analysed
the interviews once more using this deductive framework with the
aim to examine whether participants’ responses could be mapped
to these pre-defined categories and to examine whether the frame-
work captured aspects that our inductive codes missed. We found
that while most inductive codes from our first pass could be as-
signed to one of the "six facets of understanding", the framework
also introduced additional differentiations that were useful for the
analysis, which will be further described in Section 4. A detailed de-
scription of both inductive and deductive codes is further included
in the supplementary material.

3.4 Participants
In Table 1, we present a description of the 30 study participants,
whom we recruited in four locations: a café near a university, a
café in another city district, an auto repair garage, and a local em-
ployment agency’s office. We conducted three of the studies online;
all others were conducted personally in place. In our recruitment,
we aimed for the inclusion of the two stakeholder groups "users"
and "affected stakeholders", a balance in terms of age, gender, and
occupation, as well as a focus on people with no expert knowledge
of algorithms. While of course not representative of the general
population, the participant sample allowed us to gather a wide
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Table 1: Details on the participants of our study. 5 participants
were employees of the Public Employment Agency or similar
institutions, whom we define as "domain experts" and who
are indicated with a d attached to their ID. 5 participants
were job-seeking at the time of the study, whom we define
as "affected stakeholders".

ID Explanation Age Gender Education Occupation
1 textual 32 F Master Researcher
2 textual 26 M Master PhD Student
3 textual 23 D Bachelor Master’s student
4 textual 36 F Master UX Researcher
5 textual 49 M PhD Financial Advisor
6 textual 25 M 1st state examination PhD Student
7 textual 47 F Academy Leisure pedagogue
8d textual 41 M Academy Social worker
9 dialogue 26 M Bachelor Student
10 textual 24 M Apprenticeship Car mechanic
11 textual 24 M Apprenticeship Car mechanic
12 dialogue 26 M Apprenticeship Car mechanic
13 dialogue 58 M Bachelor Clerk
14 dialogue 69 F University Pension
15 dialogue 42 F University Job-seeking
16 dialogue 52 F Apprenticeship Job-seeking
17 dialogue 51 M Vocational college Job-seeking
18d dialogue 60 F Master Application trainer
19d dialogue 57 M A level Personnel consultant
20d dialogue 55 F University Personnel consultant
21 interactive 28 F Bachelor Student
22 interactive 23 F A level Student
23 interactive 37 M University Employed
24d interactive 48 M University Trainer
25 interactive 26 F Apprenticeship Short-term worker
26 interactive 60 M University Job-seeking
27 interactive 35 M University Self-employed
28 interactive 27 M Master Journalist
29 interactive 29 F Master Consultant
30 interactive 31 M Bachelor Consultant

range of perspectives on how the AMS algorithm was understood
and perceived in terms of fairness.

As motivated in Section 1, algorithmic decision-making systems
can be detrimental to democracy if their implementation is faulty or
unaware of the public’s stance towards the system [10, 21, 23, 40, 43].
For this reason, we aimed to conduct the study with a balanced
sample of the "general public", with the only condition being that
participants would optimally not be experts on algorithms. The
sample included both employees in the public employment sector
and job-seekers, but also individuals of different educational and
cultural backgrounds who were not directly affected by public
employment. While our sample is not representative, it includes a
range of different perspectives on the explanation, which provided
a solid reasoning ground for examining the explanation’s effects
on understanding.

4 FINDINGS
In this section, we present the findings from our study, structured
according to our RQs covering the following topics: understanding
(Section 4.1), the effect of explanation modality (Section 4.2), and
enabling the ethical assessment of ADM (Section 4.3).14

14Please note that some participant responses touch on sensitive topics, such as dis-
crimination and self-harm.

4.1 Which "facets of understanding" emerge in
the responses of participants after receiving
the explanation? (RQ1)

4.1.1 "Emotional" and "analytical" facets of understanding: Partici-
pants’ understanding of the explanation surfaced in different ways.
The framework of Wiggins & McTighe [63] contains both "analyt-
ical" (explain, apply, take perspective) and "emotional" (interpret,
empathise, self-reflect) facets of understanding. Participants tended
to show facets of either one of the two sides, and the degree to which
they felt personally affected by the algorithm made a difference in
which facets they were most likely to use. For example, participants
who were looking for employment at the time of the study rather
responded to the question of whether the AMS algorithm should be
used to score job-seekers with the facet "empathise":

These are just numbers, you don’t know the background
of why they lost the job. It’s not fair because it’s just a
program and the human side is completely gone. (P17)

In contrast, participants who never had contact with the Public
Employment Agency and did not know anyone who was officially
unemployed responded to the same question rather by critically
"taking perspective" on the algorithm’s application:

I think it’s good as a recommendation. I think it turns
into a procedure that is otherwise purely a human de-
cision and provides a percentage probability, though I
wouldn’t use it on its own. I think it’s good because the
case worker has something to go by, but for some exam-
ples, it’s not complex enough, that’s what the human
case worker is for. (P6)

4.1.2 Relating to the information in more than one way indicates
higher understanding. According to Wiggins & McTighe [63], suc-
cessful understanding must show all of the six facets: "explain,"
"interpret," "apply," "empathise," "take perspective," and "self-reflect."
While no participant used all six facets, we observe that several
participants combined up to four facets in a single answer. In the
following quote, the participant "explains" the current labour mar-
ket situation, "interprets" what this would mean for the job-seeker,
and as a result "takes perspective" by critically questioning the
algorithm’s employability scoring:

I disagree with the algorithm in this case because now
there are shortages of employees in specific sectors like
catering. So employers are forced to bend their require-
ments and will have a positive attitude towards appli-
cations from people such as Harald. He has a lot of
experience, and he is motivated, so they will disregard
his age, which would be bad in normal circumstances.
(P23)

Notably, neither stakeholder group, demographic background,
nor prior knowledge seemed to affect if someone would show the
ability to use multiple facets of understanding to make sense of the
algorithm. This stands in contrast to previous studies, which found
that measurable understanding increases with domain expertise [14,
57] and the level of education[52].

4.1.3 High understanding co-occurs with self-reflection. Partici-
pants that used multiple facets of understanding and thus showed a
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higher understanding were able to give comprehensive answers to
the tasks and often supplemented their responses by reflecting on
their own understanding, beliefs, or circumstances. This occurred,
for example, in response to the idea of being classified by the AMS
algorithm:

In my case it would not be a disadvantage, because I
am privileged in terms of education and I have no care
obligations. [...] But if I were less privileged I wouldn’t
want that and if I had support needs I wouldn’t want
that either. (P1)

Reflections tended to occur at a "turning point" of the interview,
consisting of a question asking if the algorithm should be used on
everyone, followed by a question asking if it should be used in the
participant’s own case. Often when participants responded to these
questions disparately, for example by voting against the general
usage, but agreeing to the usage on themselves, they felt inclined
to reflect on their understanding and their beliefs without being
prompted.

4.1.4 Barriers to understanding. Wiggins & McTighe [63] define
three cognitive processes that can hamper understanding and learn-
ing: i) forgetting, ii) being unable to use what we learn, and iii)
not knowing that we do not understand. Forgetting was an issue
distributed throughout the participant sample, as participants could
not refer back to the explanation while proceeding through the
tasks. Notably, participants with lower levels of education encoun-
tered more issues of forgetting and were not always able to apply
the learned information, which found its expression in incorrect rec-
ollections of the explanation and less emergence of understanding
facets:

I didn’t understand the conversion, I don’t know the for-
mula. Otherwise, I halfway understood it, they simply
take the data and... I don’t know how to explain it. (P10)

In contrast, we did not find many instances of a participant
not realising their lack of understanding. This, however, is more
likely due to the difficulty of distinguishing it from the inability to
apply knowledge. Finding a way to better identify this barrier to
understanding could be a topic for future work.

4.1.5 Facets not covered by the framework. The comparison be-
tween inductive and deductive thematic analysis shows that while
most inductive themes of understanding could be mapped to the
theoretical framework of Wiggins & McTighe [63], we also iden-
tified themes that the framework did not include. First, the "six
facets of understanding" do not provide a clear categorisation of
expressions that reflect a strong value statement, such as "I believe
that algorithms actually have no place in this field." (P18d). The
closest match is the facet "interpret," which however aims more
towards making the topic "personal or accessible through images,
anecdotes, analogies" [63], and less towards value statements. It is
debatable whether these statements bear evidence for understand-
ing, but seeing that Langer et al. [30] describe value statements
as an indicator for stakeholder understanding needs, this lack of
categorisation stood out.

Second, our application of the framework does not allow us to
distinguish between different domains of knowledge, which in our
analysis sometimes blurred the lines between understanding the

algorithm and understanding the public employment system. A
clearer distinction between the subjects of understanding would be
useful for future analyses.

4.2 Which, if any, correlation to the explanation
modality can be seen in the understanding
facets? (RQ2)

The different modalities of how the explanation was presented
(textual, dialogue, and interactive) had a limited effect on the emer-
gence of specific understanding facets. However, we point out two
findings related to the textual and dialogue explanation modality.

4.2.1 Textual modality leads to understanding barriers. The "tex-
tual" modality group showed more and deeper barriers to under-
standing than other groups. Several participants commented on the
amount of text in the explanation and their learning process:

I have to be honest, I find it easier when someone ex-
plains something to me. Then I can also ask until I get
it. It is hard for me to understand something like that
just by reading it. (P10)

In contrast, participants expressed their satisfaction both with
the dialogue and interactive modality, praising the option to ask
questions and the engagement with the explanation. Of all 20 par-
ticipants in the dialogue and interactive modality groups, only one
stated that they would have rather liked a textual explanation.

4.2.2 Dialogue modality leads to increased expression of some un-
derstanding facets. Compared to the textual and interactive modal-
ity, the dialogue explanation showed an overall increase in the
number of words spoken by participants and more usage of the
facets "interpret", "empathise", and "self-reflect". Factual questions
by participants mostly served the purpose of confirming informa-
tion that was already present in the flowchart (e.g., "So, having
studied actually has the largest effect on your score?" (P13)). In con-
trast, questions that pertained to personal concerns or systemic
issues often touched on the "emotional" facets of understanding
(e.g., "Do women automatically get less points? Where does discrimi-
nation begin, where does it end? (P15)"). These questions were not
answered in detail during the explanation, but instead served as
points of entry to the later interview. The dialogue modality might
have thus helped to later start the in-depth conversation about
the algorithm by introducing a verbal interaction directly at the
beginning and giving participants more opportunities to correct
their understanding. Other possible reasons for these findings will
be discussed in Section 5.

4.3 Do participants demonstrate the ability to
engage in meaningful discourse about the
algorithm, for instance in evaluating the
algorithms’ fairness with regard to decisions
about job-seekers? (RQ3)

After each case example in task section 1, participants were asked to
assess and discuss the fairness of both the algorithmic and human
decisions regarding the case. We used these fairness assessments
as a form of proxy for their ability to engage in discourse about
the algorithm’s ethical dimensions. We find that all participants
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were able to articulate a basic fairness assessment, but that their
statements differed strongly in detail and argumentative reasoning.

4.3.1 Participants demonstrate the ability to individually assess al-
gorithmic fairness. The "epistemic" satisfaction of a trustworthy AI
criterion means that people are able to assess on their own grounds
whether a system fulfills a certain ethical criterion, such as being
fair or not [30]. This does not mean that the system is fair, only
that people are able to discuss it. Participants fulfilled this "epis-
temic" criterion as they showed a rich and diverse range of fairness
assessments of the AMS algorithm, including topics such as the
influence of the "human-in-the-loop", the perceived gender inequal-
ity, the perception of "algorithmic objectivity" and, in parallel to
findings from Scott et al. [49], the importance of using the system
for "orientation purposes, not to deny access to resources".

We further observe that the fairness assessments changed de-
pending on whether participants made more use of analytical or
emotional facets of understanding, as evident in these responses to
the algorithm predicting "low" employability for a job-seeker:

I see him almost like me. He’s 49, so for me, he would
already count as 50+ and should get extra support. [...]
I find the algorithm good and the human decision bad,
because it goes by numbers and is not accommodating.
The algorithm just sees 49 and makes the decision. (P17)
I understand why the algorithm says Group "Low" in
this case. If he retrains and can explain his career well,
I think he could find work, but needs support to do so.
[...] Personally, I would perhaps not rate him that way,
but I think it’s good that he gets into the group. (P6)

The first participant relates the decision to his own personal
circumstances and speaks about the difference between human
and algorithmic decision-making, while the second takes a more
analytical approach in speaking about the consequences of the
decision to justify his assessment. Despite their different reasons,
both participants were able to argue why they agreed with the
algorithm, thus fulfilling the "epistemic" criterion [30]. At the same
time, this case exemplifies that individuality in understanding also
leads to individuality in the fairness assessment.

4.3.2 Understanding barriers lead to less nuanced fairness assess-
ments. As expected, participants who encountered more under-
standing barriers assessed the algorithm’s fairness in much less
detail. Often, some form of blanket statement was used that ad-
dressed neither dimensions of fairness nor facets of understanding:

I think the algorithmic classification is fair, because I
was of the same opinion. (P10)

The difference to more detailed fairness assessments becomes ap-
parent when we compare this to statements from participants with
the same demographics, mostly similar education, but a different
explanation modality and largely no barriers to understanding:

I’ll try to leave out the current situation in the labour
market. I mean, he has his problems. I understand that
the chance is low, but this is too low, the algorithm
and especially the employee are not fair. Perhaps the
employee is new and has no experience in how to place
people in the labour market. (P12)

The latter statement shows three different facets of understand-
ing while the participant reasons about the fairness assessment:
taking a critical perspective on the algorithm, reflecting on the
particularities of the post-COVID labour market, and including the
perspective of the employee.

4.3.3 Unwillingness to engage in discourse about the algorithm’s
fairness. Besides understanding barriers, the most common rea-
son for a lack of fairness assessments was a general objection to
assessing the system as "fair" or "unfair". These objections were
often accompanied by the (flawed) argument that an "objective"
algorithm was not able to act fairly or unfairly:

What does fair mean? I can understand the algorithmic
decision. Fair is such a strong moral word, I don’t find
it immoral, I rather find it "justified", "understandable",
"realistic". (P29)

Similar responses were given when participants were prompted
to rate the algorithm as "just", "legitimate", "social", "biased", and
"democratic". Several participants commented on the close meaning
between words, which points to the need of differentiating concepts
when asking for complex moral value judgements.

5 DISCUSSION
In this section, we discuss our findings with regard to the research
questions and suggest directions for designing explanations that
create increased understanding in different stakeholders and enable
the ethical assessment of ADM.

5.1 Designing explanations to address all six
facets of understanding

The "understanding by design" framework [63] states that the pri-
mary objectives in creating understanding are to convey a topic’s
central ideas, address all "facets" of understanding, and uncover mis-
understandings. Applying the framework to our explanation setup
allowed us to gather insights into the participants’ mental processes
involved in understanding, i.e., which facets emerged for which
participant and how many facets emerged simultaneously. In par-
ticular, we want to highlight that participants showed "emotional"
understanding facets, such as "empathise" and "interpret", which are
not always addressed in ADM explanations, despite their known
importance in human perception of ADM systems [31, 49, 64]. The
facet "self-reflect" is another valuable dimension that could improve
future explanations, as several studies suggest that "metacognition",
in the form of reflecting on one’s knowledge and understanding, is
a "most powerful predictor of learning" [48, 60].

Theories on learning and understanding like the "six facets" [63]
can thus guide explanation design by identifying distinct learning
goals and by outlining mental processes that support understand-
ing. We chose Wiggins’ & McTighes’ [63] framework due to the
practical interpretation of understanding and the well-established
theoretical foundation in Bloom’s taxonomy [4, 11]. Other promis-
ing sources for future studies include the concept of "responsive
teaching" [45], "knowledge building and knowledge creation" [47],
and "sensemaking theory" [62]. We posit that drawing from these
theories in the design and development of explanations can guide
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research to better support "humans in learning about particular AI
systems and how to work with or around them" [28].

5.2 Effect of explanation modality on
understanding

Our findings suggest that the textual and dialogue modality had
the most effect on understanding. The textual modality led to less
emergence of understanding facets for several participants, some
of whom stated that they did not usually rely on text to learn
information. Compared to Szymanski et al. [57], where participants
disliked textual information but actually performed better using
them, participants in our case did not show any advantages in
understanding after receiving the textual explanation.

The dialogue modality, in contrast, led to an overall increase
in observed facets of understanding, which could have multiple
reasons: i) the higher amount of words spoken, ii) the option to ask
questions during the explanation, and iii) the additional personal
interaction. Although the dialogue modality in theory allowed for
a higher amount of factual input, participants seldom chose to ask
more than four or five brief factual questions, which mostly per-
tained to secondary details of the algorithm (e.g., the weighting of
certain features) and in terms of information differed little from the
textual modality. At the same time, several participants used the
dialogue modality to express their opinions and attitudes towards
specific information and to ask more profound questions about
e.g., the intention behind the algorithm’s deployment and the se-
lection of the "standard group". The dialogue modality might thus
serve as a conversational ice-breaker due to the direct interaction
between "explainer" and participant, encouraging participants to
share their own thoughts and, in turn, increase their understanding.
This also connects to findings from Miller [38], who states that
explanations between humans are "social" and "presented as part of
a conversation." This is striking considering that verbal or dialogue
explanations are seldom used in contemporary XAI research. Our
findings establish this explanation modality as a valid alternative
to be explored in future ADM explanations.

5.3 Enabling participants to engage in discourse
about the algorithm’s ethical values

We used the fairness assessment of the AMS algorithm as a form
of proxy to observe whether people are able to articulate value
assessments after receiving the explanation. We find that i) the
explanation provided most participants with the necessary infor-
mation to form a detailed fairness assessment, and thus enabled
them to successfully engage in discourse about the algorithm’s eth-
ical values, and ii) in contrast to other participants, domain experts
were able to discuss the algorithm’s implementation even before
the explanation, stating that they had come in contact with auto-
mated tools. On the other hand, participants who showed barriers
to understanding articulated less nuanced fairness assessments.
Further, some participants stated that an algorithm simply could
not be judged in terms of fairness, despite showing multiple facets
of understanding in their responses. This means that understanding
the system might not be the only prerequisite for stakeholders to
make a value assessment, but that understanding what specific
ethical values mean when being applied to the system might be just

as important. Future explanations should thus consider adding an
explanation of the ethical values or finding stand-ins that convey
the core of the value in a more accessible manner.

5.4 Limitations
In this section, we touch on four limitations of our study. First, our
assessment of understanding relied largely on qualitative analysis
of participants’ responses, which were self-reported and thus might
limit objectivity. For future studies, we therefore consider including
a quantitative evaluation of understanding. Second, some inductive
codes such as strong value statements were not covered in the "six
facets" framework [63]. Seeing that value statements can "serve as
an orientation for when stakeholders are more likely to demand
higher degrees of understanding" [30], future analyses should con-
sider including a facet covering these forms of statements. Third,
the study design relied on memorisation of information, as no ref-
erence was given to participants while proceeding through the
tasks. While this impacted some participants, it also highlighted a
difference in memorability of the textual, dialogue, and interactive
modality. To offset over-reliance on recall, we consider providing
participants with a way to review the explanation in future studies.
Lastly, we noticed a bias towards higher education in our participant
sample, with 22 participants having a university degree. However,
we aimed to collect different perspectives by speaking to employees
from the local employment agency, job-seekers and individuals
with different educational backgrounds.

6 CONCLUSION
In this paper, we inductively and deductively analyse participants’
understanding of an algorithmic decision-making system after they
received one of three explanation modalities (textual, dialogue, and
interactive). We find that all of the six "facets of understanding" [63]
(explain, interpret, apply, empathise, take perspective, self-reflect)
emerge in participant responses throughout the study, with some
participants expressing high understanding by combining multi-
ple facets at once. We argue that incorporating theories from the
learning sciences can significantly improve the design of ADM
explanations by adapting them to the underlying thought processes
of learning and understanding in individuals. We further highlight
the "dialogue" explanation modality as a valid alternative to convey
information and gather in-depth insights on how participants under-
stand and contextualise explanations. Lastly, while we observe that
most participants are able to articulate a fairness assessment of the
explained ADM system and that a more pronounced understanding
supports this articulation, it also becomes evident that participants
have general difficulties considering the meaning of "fairness" in the
context of algorithmic systems. We posit that letting stakeholders
independently assess algorithmic systems in terms of ethical values
such as fairness, accountability, or transparency, could require an
additional explanation of how to apply these values in an algorith-
mic context, in addition to increasing stakeholders’ understanding
of the algorithm itself.
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