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Abstract
We discuss the role of humans in algorithmic
decision-making (ADM) for socially relevant prob-
lems from a technical and philosophical perspec-
tive. In particular, we illustrate tensions arising
from diverse expectations, values, and constraints
by and on the humans involved. To this end, we
assume that a strategic decision-maker (SDM) in-
troduces ADM to optimize strategic and societal
goals while the algorithms’ recommended actions
are overseen by a practical decision-maker (PDM)
– a specific human-in-the-loop – who makes the
final decisions. While the PDM is typically as-
sumed to be a corrective, it can counteract the re-
alization of the SDM’s desired goals and societal
values not least because of a misalignment of these
values and unmet information needs of the PDM.
This has significant implications for the distribu-
tion of power between the stakeholders in ADM,
their constraints, and information needs. In partic-
ular, we emphasize the overseeing PDM’s role as a
potential political and ethical decision maker, who
acts expected to balance strategic, value-driven ob-
jectives and on-the-ground individual decisions and
constraints. We demonstrate empirically, on a
machine learning benchmark dataset, the signifi-
cant impact an overseeing PDM’s decisions can
have even if the PDM is constrained to perform-
ing only a limited amount of actions differing from
the algorithms’ recommendations. To ensure that
the SDM’s intended values are realized, the PDM
needs to be provided with appropriate information
conveyed through tailored explanations and its role
must be characterized clearly. Our findings empha-
size the need for an in-depth discussion of the role
and power of the PDM and challenge the often-
taken view that just including a human-in-the-loop
in ADM ensures the ‘correct’ and ‘ethical’ func-
tioning of the system.

1 Introduction
The application of algorithmic decision-making (ADM) in
public services and businesses is increasing rapidly [Com-

mission, 2021b]. As a result, algorithms have a signifi-
cant influence on us as individuals and society [Veale et al.,
2018]. Concrete example applications include the usage of
ADM for the provision of support measures in the labor mar-
ket [Scott et al., 2022], college admission, credit application
decisions [Wachter et al., 2017], refugee settlement [Bansak
et al., 2018], recidivism prediction [Dressel and Farid, 2018;
Chouldechova, 2017], or child welfare services [Brown et al.,
2019].

While potential benefits of ADM have been praised—
scalability, reproducibility, and fairness—, real-world ap-
plications have repeatedly been criticized for being non-
transparent, unreliable, biased, and consequently harm-
ful [Barocas and Selbst, 2016; Brown et al., 2019; Choulde-
chova, 2017; de Fine Licht and de Fine Licht, 2020; Bell
et al., 2022; Woodruff et al., 2018]. One popular way
to counteract these shortcomings is to ensure human over-
sight [Hermstrüwer and Langenbach, 2022] of ADM as a
safeguard against the pitfalls of automation [on Artificial In-
telligence, 2019; Eubanks, 2018]. In this work, we dis-
cuss the use of ADM with societal impact exemplified in
the case of employment service algorithms in which indi-
vidual organizations and regulators increasingly aim to take
precautions [Allhutter et al., 2020; Seidelin et al., 2022;
Scott et al., 2022].

The human overseers are commonly viewed as control-
ling the ADM to guarantee accountability but also to prevent
unpredictable and unpredicted consequences [Dodge et al.,
2019; Starke et al., 2022; Rahwan, 2018; Castelluccia and
Métaye, 2019]. Despite other aspects, the concrete impact of
ADM on individuals and society, therefore, depends on hu-
man actors along the line, the humans-in-the-loop (HILs).

Defining HILs, the machine learning literature commonly
focuses on the integration of human knowledge and experi-
ence directly in a predictive model. In the context of ADM
this could concern data preprocessing or annotation, or differ-
ent feedback loops within a model [Wu et al., 2022]. How-
ever, especially in ADM for public services, there are also
HILs outside the direct algorithmic process who influence
the outcome. In this work, we put the focus on these other
HILs: (i) the person who makes a final decision informed by
the system’s predictions [Bell et al., 2022]—the PDM for the
purpose of this work; and (ii) the people who have strategic
oversight over the development and deployment of an ADM
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system, such as politicians, regulators, or other actors in soci-
ety who determine longer-term goals in the context of public
services—the strategic decision-maker (SDM) in this work.
These two HILs within an ADM process are illustrated in
Figure 1.

While the importance of human actors in ADM for pub-
lic services has been recognized, we argue that this conse-
quently requires rethinking the roles and power of the differ-
ent HILs involved. This includes in-depth considerations of
the work practices where the models’ predictions are meant
to be used [Dhanorkar et al., 2021], decision-making powers,
value alignment, and information needs of these key stake-
holders [Langer et al., 2021]. Furthermore, complex predic-
tive algorithms are not always intelligible to humans, posing
both practical and ethical concerns [Rudin, 2019]. Differ-
ent stakeholders have different information needs [Shulner-
Tal et al., 2022; Dodge et al., 2019], depending on their
type of involvement in the ADM process, ranging from de-
velopment and deployment to regulation of an ADM sys-
tem [Barredo Arrieta et al., 2020; Langer et al., 2021]. While
the need for technical explanations has been a key topic
in the recent explainable AI (XAI) literature [Speith, 2022;
Arrieta et al., 2020], the need to also understand social, soci-
etal, and ethical implications of an ADM process by all HILs
has received significantly less attention. We argue that the
challenge of weighing up individual decisions against strate-
gic goals needs increased attention, considering the crucial
role of both the SDM and the PDM in ADM for public ser-
vices.

The HILs must decide smartly, responsibly, and ethically,
not only over the algorithm but over the ADM’s consequences
and that of the applied treatment. Use cases surface a variety
of practical tensions related to value alignment, constraints
of power and workload, and only relatively vague concepts
of the skills and knowledge required of the HILs. We aim
to highlight, that the PDM’s decision can in fact change the
desired behavior of ADM. This is partly in tension with re-
cent research which mainly identifies HILs as key for ensur-
ing safe usage of ADM and observes increased trust in sys-
tems with HILs [Hidalgo et al., 2021].

In this work, we discuss the challenges of the PDM as a
technical, political, and ethical decision-maker, who acts in
a field of tension between strategic objectives and individual
decisions and constraints. Our contributions are as follows:

1. We conceptualize ADM for socially relevant problems
with respect to the goals and roles of two key stakehold-
ers to foster a philosophical and theoretical investigation
and shed light on neglected topics in this research area.

2. We highlight the power of the PDM, the tension between
them and the SDM, and differences in their information
needs.

3. Experimentally we demonstrate the impact of misalign-
ment between the SDM and the PDM regarding the real-
ization of the societal goals and the challenges the PDM
faces regarding supporting the strategic goals.

4. We connect our conceptualization to a philosophical dis-
course about what needs to be explained and how power
and strategic/political control manifest.

Algorithmic Decision Making
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Figure 1: Considered ADM process. The SDM makes long-term
decisions regarding the process, e.g., which societal values it should
realize, while the PDM oversees decisions on individuals. The ADM
makes recommendations for treatments of individuals based on an
individual’s score predicted from an individual’s features. The ac-
tual applied treatment is selected by the PDM and results in an out-
come for the individual. To realize the SDM’s intended values, the
SDM and the PDM need to account for each other and act accord-
ingly while both might base their decisions on different information
available to them.

2 Related Work
Due to space constraints, we only present a selection of re-
lated work here—see the appendix for further related work.

The setting considered in this paper is closely related to
the principal-agent problem [Eisenhardt, 1989], which char-
acterises conflicts of interests and priorities that can arise if an
agent (in our case the PDM) acts on behalf of another identity
(in our case the SDM). As such, considerations of issues of
information and power asymmetries are central to the prob-
lem. Our paper can be considered as studying the pecularities
of the principal-agent problem in settings involving ADM,
putting related work in context, and proposing approaches for
cases in which agents are supported by algorithms.

Humans in the loop. A human-in-the-loop setting is com-
monly defined as an automated process that requires hu-
man interaction, meaning that human knowledge and expe-
rience are integrated into, for instance, an ML model [Wu
et al., 2022]. Some authors also differentiate the human-
on-the-loop/human oversight process in which the human
perform a less central monitoring or supervisory role [Fis-
cher et al., 2021]. Oversight is commonly discussed in
the context of trust in ADM and AI and which is increas-
ingly required by policy-makers and regulators [Koulu, 2020;
on Artificial Intelligence, 2019; Commission, 2021a].

The HIL is commonly viewed as ensuring accountabil-
ity and preventing undesirable consequences [Dodge et al.,
2019; Starke et al., 2022; on Artificial Intelligence, 2019;
Rahwan, 2018]. Algorithmic accountability has been estab-
lished to describe good practice for ADM use in public ser-
vices [Brown et al., 2019], often attributed to the existence of
a HIL. However, the traditional HIL does not necessarily fit
this role. Usually, the focus is on increasing the performance
of the algorithm or resolving ambiguities [Wu et al., 2022].
A large fraction of research on ADM does not even specify
the precise role of the HIL, e.g., whether a HIL has the power
to influence the ADM outcome and how this would affect the
environment. However, questions regarding the distribution



of power have been raised [Kasy and Abebe, 2021].
Another important related work is [Green and Chen, 2019].

It differs from our paper in the basic setting, i.e., it assumes a
setting in which there are correct ethical decisions and inves-
tigates how people interact with an algorithm to realize them.
In contrast, in our setting, the values to realize are not glob-
ally normative but based on the decisions of the SDMs and
hence our focus is more on how the alignment of SDMs and
PDMs can be achieved and understood.

Information needs of humans in the loop. Different HILs
need different types of knowledge about the ADM process
depending on their role [Langer et al., 2021]. To date, most
XAI literature focuses on the technicalities of automated pro-
cesses [Speith, 2022; Abdul et al., 2018]. While recent work
and guidelines demonstrate increasing awareness of the po-
tential pitfalls and dangers of ADM [Brown et al., 2019;
de Fine Licht and de Fine Licht, 2020], many proposed solu-
tions are designed with data scientists or developers in mind,
closely linking explanations with the model process [Liao et
al., 2020]. This common, algorithmic-centric view of infor-
mation needs focuses on information about input data and
potential biases, performance, feature weights, and other as-
pects of ADM [Liao et al., 2020]. While relevant, a need for
other diverse explanations has been recognized. Within the
technical realm this includes considering ‘what’ is explained;
for instance, differentiating between local (a predictive output
is explained) and global (concerning the broader overall rea-
soning of the model) explanations [Dhanorkar et al., 2021].
What is more, this also includes considering ‘who’ explana-
tions are tailored to, as different stakeholders are involved in
ADM [Langer et al., 2021]. Some effects of explanations
on AI-human teams have been considered in [Bansal et al.,
2021], although with a different focus. The authors observed
that explanations increased the chance that humans accept AI
recommendations independent of their correctness, empha-
sizing the need to reflect upon work practices and tensions
arising between AI and HILs. This work goes further in il-
lustrating the needs of the HILs, widening the scope of the
required information, skills, and explanations.

3 Conceptualization
We aim to understand the distribution of power between the
SDM and PDM in ADM and their diverse information needs.
To this end, we first describe a real-world motivating example
followed by its conceptualization.

3.1 A Motivating Example
As a motivating example we consider employment service al-
gorithms according to [Allhutter et al., 2020; Seidelin et al.,
2022; Scott et al., 2022]. In this example, the ADM sys-
tems are used to decide on actions concerning job seekers,
e.g., providing funding for attending courses that improve a
job seekers’ qualifications, based on predictions of the job-
seekers’ employability. The prediction is based on various
features of a job-seeker, e.g., their age, gender, and care du-
ties. Based on the prediction and overall statistics of the popu-
lation, a treatment (action) is recommended by the employed
algorithm. This treatment recommendation is reviewed by

the PDM, who is a domain expert for the labor market but
not for ADM. The PDM makes the final treatment decision.
Importantly, the PDM is not a single person but corresponds
to many persons across the organization, e.g., each PDM is
active in a specific geographic region.

The overall decision for implementing the ADM system as
described above has been made by the SDM with goals of
societal relevance, e.g., decreasing unemployment rates.

While the described running example considers a specific
use case, the same structure can be observed in other do-
mains, e.g., recidivism prediction and refugee resettlement.
The sketched process is illustrated in Figure 1. In this fig-
ure, we particularly highlight that the decisions of the SDM
and the PDM are based on general information as well as an
exchange of information between them.

3.2 Framework
Overview. In our conceptualization, we consider a (sequen-
tial) decision-making problem that is governed by ADM.
Concretely, we consider the following setting (cf. Figure 2):
(a) ADM is used to make decisions about individuals.
(b) ADM is used with PDMs to increase trust and reliabil-
ity. The PDMs make the final decisions and can take the rec-
ommendations of the algorithm into account. (c) The SDM
decides on which algorithm A to use inside ADM, e.g., by se-
lecting from a set of algorithms A. The algorithm is selected
to be best aligned with the values of society. Values are statis-
tics of the society and, in particular about the change of these
over time. The selection process can take different forms,
e.g., a public opinion poll or a representative’s decision.

Clearly, other humans can be involved in the process of de-
veloping, implementing, and using ADM but are not our fo-
cus. Below, we detail the decision-making process regarding
the affected individuals.

Decisions about individuals. Decisions about individuals
are derived according to the directed graphical model [Koller
and Friedman, 2009] in Figure 2. It consists of the following
constituents: (a) Individuals. Society is composed of indi-
viduals. We denote the state of an individual i at time t by
random variable Si

t . The state is to be understood to con-
tain all information about an individual. We assume that indi-
viduals/their states are sampled from a distribution such that
Si
t ∼ p(St). (b) Individual’s observed and unobserved fea-

tures. An individual’s state Si
t yields a collection of observ-

able features Xi
t of that individual which are used as input

to the algorithm as part of ADM. The features can for in-
stance include demographic information or information about
education and previous employment. There are also latent
confounders Hi

t which can be understood as all information
about a person which is not available through the features Xi

t .
For instance, confounders can contain information not per-
mitted to be processed like race or gender. (c) Algorithm’s
predictions. The algorithm A makes a prediction P i

t about
the individual i based on its features Xi

t , e.g., the probabil-
ity that an unemployed person will find employment within
3 months. (d) Algorithm’s treatment recommendation. Based
on the prediction, the algorithm makes a treatment recom-
mendation T̃ i

t , e.g., whether a person should receive further
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Figure 2: ADM framework with strategic decision-maker (²) and
practical decision-maker ( ). Explanations for different parts of the
framework are marked by colored boxes. The circled nodes rep-
resent the true state of an individual Si

t , its observed features Xi
t

and confounding factors Hi
t , the prediction by an algorithm A for

the individual P i
t , the suggested treatment T̃ i

t according to the algo-
rithm, and the next state of the individual Si

t+1. This next state also
depends on hidden confounders HSC

t independent of an individual,
e.g., changes in laws. The PDM can alter the treatment, becoming
T i
t . Algorithm A is selected to realize societal and ethical values.

training. (e) Actually applied treatment. A PDM reviews
the algorithm’s recommendation. Based on the algorithm’s
prediction P i

t , its treatment recommendation T̃ i
t , and con-

founders Hi
t , the PDM will make a final treatment recom-

mendation T i
t . The PDM can make use of confounders by

intent, e.g., leverage information not provided to algorithm
A, or unconsciously, e.g., because of biases regarding race or
gender. Sometimes we will refer to the mapping of a person’s
features to the applied treatment as treatment policy. (f) Out-
come. The applied treatment T i

t together with the state Si
t of

an individual will determine the outcome manifested as the
state of the person at time t + 1, i.e., Si

t+1. There can be
additional confounders HSC

t not related to an individual, e.g.,
changes in the law regarding care obligations. For simplicity,
we neglect these confounders.

Values. The SDM selects an algorithm A that best solves a
problem at hand, e.g., predicting employment chances, and
realizes its desired values. We assume that values corre-
spond to statistics of the society at time t and t + 1, e.g.,
the change in conditional expectation of women being un-
employed. Thus the SDM’s aim is to select an algorithm
A∗ that maximizes (or minimizes) an objective in combi-
nation with a weighted combination of statistics ρ1, . . . , ρl,
i.e., A∗ ∈ argmaxA∈A F (A), where F (A) = g(A) +∑l

m=1 wmρm(A), g is the objective, and where the weights
wm depend on the relative importance of social and ethical
values. More generally, the actual objective could be a com-
plicated non-linear function of the respective statistics.

Clearly, ultimately the goal of the SDM is likely to trans-
form society, and the goals of this transformation might
change. If the goals don’t change, values could also be ex-
pressed as desiderata on the stationary distribution of Si

t .
This aspect has been studied in limited settings and regard-
ing aspects orthogonal to our investigations, e.g., [Zhang et
al., 2020]. In our experiments, we limit ourselves to studying
the impact of ADM in a single time step.

4 Stakeholders in the Face of Uncertainty
In order for the SDM to pick the right algorithm, and for the
PDM to support the SDM in realizing the desired values, each
stakeholder needs complete knowledge of each other.

4.1 Control and Distribution of Power
The SDM’s perspective. While the SDM should arguably
have the power to decide upon the long-term objectives and
pick the algorithm which best realizes them, it doesn’t have
this power in the face of (unconstrained) PDMs.

Observation 1. In the face of unconstrained PDMs, the SDM
has no control over the realized objective/values.

This observation is straightforward—without constraints,
the PDM can employ an arbitrary treatment policy. Never-
theless, it highlights that the SDM should consider the PDM
when deciding upon the algorithm to use.

The above observation can be generalized to highlight that
even for the case of constrained PDMs, there exist instances
of our framework in which the SDM makes a suboptimal
choice when not accurately accounting for the PDMs.

Observation 2. Assume an instantiation of the presented
framework in which the PDM is constrained to alter the al-
gorithm’s treatment recommendation in at most an ϵ fraction
of all cases. There exists an instantiation in which the SDM
does not select the optimal algorithm (from its perspective) if
it does not account for the PDM’s actions.

Proof of the above statement is provided in Appendix E.
In practice, the exact PDM’s behavior will typically not be
known and, hence, the SDM must make its choice facing un-
certainty in that regard. To this end, the SDM could aim to
make a robust choice regarding the algorithm to be used, e.g.:

A∗ = argmax
A∈A

min
π∈Π(A)

F (π), (1)

where Π(A) is the set of treatment policies the PDMs can
realize when algorithm A is used. I.e., algorithm A∗ that
maximizes F (·) assuming worst-case decisions of the PDMs.

Importantly, the result from optimization problem (1)
could also be used as an explanation of aspects of the
decision-making problem to the SDM, highlighting aspects
regarding the robustness of the SDM’s choice.

The PDM’s perspective. Uncertainty about the SDM’s val-
ues can limit the potential of the PDM. To see this, consider
the (unrealistic) case that the PDM had access to the true state
of a person and could thus make perfect predictions, e.g., re-
garding their employment chances when being provided ad-
ditional training. However, in the face of uncertainty about
the SDM’s values, the PDM might not be able to best lever-
age this predictive power in line with the SDM’s intent: if
the SDM’s goal is to maximize the chances that a person
is employed, the PDM could just impose a threshold on the
employment chances to maximize this metric. But the SDM
might also want to incentivize certain parts of the population
to improve their qualifications and hence a simple threshold
might not be sufficient. Without appropriate information, the
PDM cannot act optimally.



In practice, additional issues might arise because of miss-
ing coordination among PDMs (if there are multiple): Dif-
ferent PDMs might be responsible for different demographic
subgroups and to achieve a societal goal among subgroups,
the PDMs must coordinate their actions, otherwise, their ac-
tions might be detrimental to the societal goals.

4.2 Information Needs
To support the stakeholder’s understanding of the decision-
making process and its effects, different parts of the decision-
making process must be explained. This is also illustrated
by the dashed boxes in Figure 2. It has been shown that ex-
planations can foster trust in ADM, help to identify biases,
and support debugging of models. Most common in the lit-
erature are explanations of parts E1 and E2, directly study-
ing aspects of the employed model/algorithm, i.e., explaining
the predictions or treatment recommendations. Many expla-
nation methods have been particularly developed for this pur-
pose including LIME, SHAP values, etc.—cf. [Molnar, 2022]
for an overview. While understanding explanations for E1

and E2 is important, they do not convey details important for
the SDM and PDM to perform their tasks (cf. experiments).
In particular, it is vital to provide explanations for E3 and
E4, and, importantly, these explanations might need to cover
different information for the SDM and the PDM as detailed
below. Additional information is presented in the appendix.

Explaining E3. Explaining E3 includes the PDM. This is
of crucial importance in our setting as the PDM can alter the
realized values and thereby counteract the strategic decisions
made. It is thus important to clearly explain the operation of
the PDM to the SDM (or have the operation of the PDM spec-
ified by the SDM in a very narrow way). Unfortunately, ex-
plaining the role of the PDM is particularly challenging as in
many cases the PDM can consider confounding information,
e.g., the appearance of a person that applies for support at the
local employment center. This confounding information can
enable the PDM to take better actions as compared to the em-
ployed algorithm but can also be used in a way that counter-
acts the SDM’s intent, e.g., because of prejudice which pre-
vents changing biases in society like lower employment rates
in certain subpopulations. But also the PDM must understand
the SDM’s values to decide optimally as, e.g., intended soci-
etal changes might not be in line with local optimal decisions.

Explaining E4. Explaining E4 additionally includes the
anticipated change in society on top of what is explained in
E3. This is of particular importance for achieving the SDM’s
intended long-term changes. Importantly, also the PDM must
understand those changes as their decisions, even if they were
aligned with the SDM’s long-term goals on short term (e.g.,
for a single time step), might have adversarial effects regard-
ing long-term changes in society, e.g., because the dynam-
ics form a negative feedback loop. Explanations E4 require
means to forecast changes in society, e.g., through models or
simulations, and in many cases require carefully dealing with
and conveying uncertainties inherent to these forecasts. The
forecasts would depend on the actions of the PDM but can
also depend on additional confounding factors, e.g., changes
in politics beyond the concretely considered problem.

5 Experiments
5.1 Experimental Setup
We support our findings by experimental results on a bench-
mark dataset, quantifying the impact of differing societal val-
ues and illustrating issues due to unmet information needs.
Additional information is available in the appendix.

Data and societal values. We consider an artificial
decision-making problem based on the well-known Boston
housing dataset [Harrison Jr and Rubinfeld, 1978] to ensure
easy reproducibility of our results. To this end, we transform
the Boston housing price prediction problem, which was orig-
inally a regression problem, into a classification problem by
thresholding the regression target (“Median value of owner-
occupied homes in $1000’s”) using the median as the thresh-
old. We consider the attributes “proportion of blacks” and
“property tax rate” as sensitive attributes which should not
influence a model’s prediction (see details about how these
are used in the prediction model below). The dataset consists
of 506 samples and has 13 features.

Prediction Models. We use logistic regression classi-
fiers [Bishop, 2006] with fairness regularization for (approx-
imately) achieving demographic parity [Calders et al., 2009]
regarding different sensitive features. Demographic parity
requires that decisions are independent of the sensitive at-
tributes which can be related to societal goals, e.g., making
the provision of qualification measures for unemployed peo-
ple fair regarding certain subpopulations. We emphasize that
the specific choice of machine learning model and quantifica-
tion of societal values is not important and we use the consid-
ered model simply as a showcase—other model choices could
clearly be sensible but are expected to lead to similar insights.
Concretely, given a labeled dataset D = {(x(i), y(i))ni=1},
where n is the number of data points, x(i) and y(i) ∈ {0, 1}
the features and label of the ith sample, respectively, and
statistics ρ1, . . . , ρm, we train a classification model with pa-
rameters θ to solve

max
θ

n∑
i=1

log p(y(i)|x(i), θ)−
m∑
l=1

wlρl(θ), (2)

where ρl = | 1n
∑n

i=1(x
(i)
l − x̄l)dθ(x

(i))|, p(y(i)|x(i), θ) is a
generalized linear model with parameters θ, dθ(x(i)) denotes
the model’s prediction for x(i), l denotes the lth sensitive at-
tribute, x̄l its mean, and wl > 0. The terms ρl encourage the
sensitive attributes to be equal on average to the population
mean for samples classified as 1, promoting fairness regard-
ing the feature. The resulting optimization problem is convex
and can be solved efficiently.

5.2 Experimental Results
Mismatch of preferences. In our first experiments, we il-
lustrate how much the PDM can blur the values the SDM
aims to realize. In particular, we consider the case where
the PDM is represented by a classifier trained with weights
w̃ = [w̃1, . . . , w̃l] which differ from the SDM’s intended val-
ues w∗ = [w∗

1 , . . . , w
∗
l ]. We are interested in understanding
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(a) Appr. decision equivalence
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(b) Deviation of decisions

Figure 3: Different possible weightings for societal values can lead to
the same decisions if the PDM can make decisions that deviate from
the algorithm’s recommendation. Sensitive attribute 1 is “proportion
of blacks by town” and sensitive attribute 2 is “full-value property-tax
rate per $10,000”. (a) Different values realizing the same decisions
in up to 1% of the cases. We can understand this as the PDM blurring
the SDM’s intent, or the SDM giving up part of its power in favor of
control of the system through the PDM. (b) Sum of different deci-
sions for deviations of the SDM’s and PDM’s values.
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(a) Change in the statistic for sen-
sitive attribute 1
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(b) Change in the statistic for
sensitive attribute 2

Figure 4: Change of realized societal values when correcting the rec-
ommended actions using the ground truth. A degradation of values
can be observed for an increasing number of corrections which can be
attributed to the bias in the dataset. Sensitive attribute 1 is “proportion
of blacks by town” and sensitive attribute 2 is “full-value property-tax
rate per $10,000”.

which values w would have led to classifiers with similar de-
cisions as those from w∗, i.e., for which the classifier’s deci-
sions differ only in some fixed percentage of cases.

We present such a result in Figure 3 for a threshold τ = 1%
and SDM’s weights w∗ = [0.5, 0.25]. We observe that even
for this low threshold a wide range of different other values
would have led to similar decisions and the actually realized
values are determined by the PDM. This indicates that, as
expected and as intended, a certain level of control, and thus
power, is transferred from the SDM to the PDM. Clearly, this
can be acceptable if the realized values are roughly aligned
with the SDM and steer the society in the desired direction
but can be problematic in other cases.

Degradation of social values when correcting decisions.
To understand the impact of a PDM correcting decisions in
line with the ground truth, e.g., because of their expertise they
make decisions in line with the outcomes of the past, we con-
ducted an experiment in which we correct an increasing num-
ber of actions recommended by the model. We use the same
values and weights as before, i.e., w∗ = [0.5, 0.25], perform
corrections randomly, and average the impact on the statistics

Strategy sensitive attr. 1 sensitive attr. 2 accuracy

GLOBALOPT 6.65± 0.58 3.40± 0.24 0.45
LOCALCORRECTGT 7.99± 0.56 3.56± 0.28 0.55
LOCALOPTSOCIETY 5.94± 0.53 3.88± 0.29 0.48

Table 1: Effect of multiple PDMs on unseen data. If no global co-
ordination among PDMs is ensured, local strategies can result in
reduced realization of the desired values (larger values/penalizers in
columns ”sensitive attr. 1” and ”sensitive attr. 2”) or worse trade-offs
among objectives (column ”accuracy”) and desired values. ± indi-
cates standard errors.

over 1000 runs. Our results are shown in Figure 4. We ob-
serve that, as expected, the corrections influence the statistics
(the statistics/their change is normalized to the range [0, 1]).
Importantly, in line with the experiments in the previous sec-
tion, there is a large variance in the statistic for each value
for some fixed percentage of corrections. This indicates that
understanding the impact of a PDM with domain expertise
acting to the best of their knowledge can severely impact the
realized societal values.

Local decisions. In many real-world settings, for example
in the case of the employment service algorithm, the PDMs
would be caseworkers situated in local proximity to the in-
dividuals applying for support. Thus we investigate whether
different local decision strategies, in the sense of being ap-
plied to different subpopulations, impact the overall realiza-
tion of societal values. To this end, we consider a partition of
the population according to societal characteristics and con-
sider different strategies the PDMs could apply to these sub-
populations. In particular, we consider the following 3 styl-
ized strategies: (i) GLOBALOPT: Applying the optimal treat-
ments based on the goals the SDM wants to realize. (ii) LO-
CALCORRECTGT: The PDMs correct p% of the decisions
in the sense of selecting the ‘optimal’ action (ground truth
label). (iii) LOCALOPTSOCIETY: The objective which the
SDM wants to realize is optimized on the particular subpop-
ulations the PDMs are facing. This corresponds to a setting
in which the PDMs can be seen as experts for their domain
and area, understand the SDM’s intent, and apply them to the
subpopulation they are interacting with.

To evaluate the strategies we artificially split the data into
two subpopulations based on the sensitive attribute ”propor-
tion of blacks” (as threshold we used the value 50). Further-
more, we split data into training data (80%) and test data
(20%). We then applied the strategies to each of the splits
(LOCALCORRECTGT, LOCALOPTSOCIETY) or the whole
data (GLOBALOPT) and report the prediction accuracies as
well as the values ρl in Table 1.

The strategy GLOBALOPT represents the best trade-off
between goal-achievement and values that the SDM wants
to realize. Interestingly, local strategies, i.e., LOCALCOR-
RECTGT and LOCALOPTSOCIETY will impact the desired
trade-off in a non-trivial way if statistics depend on the global
population or aspects of subpopulations which are shared
among different PDMs. This is clearly the case in most real-
world settings that are characterized by our setting. We can
make our argument more formal by considering a set of K
PDMs, where the subpopulation PDM k (1 ≤ k ≤ K) is in-



teracting with can be characterized by a distribution pk(x, y).
The global population is then characterized by a distribution
p(x, y) which is a mixture of the distributions pk(x, y). The
statistics characterizing the values depend on p(x, y) in some
way and if a PDM optimizes societal values (or any other
form of an objective) based on its local distribution pk(x, y)
there is, in general, no guarantee that the combination of
the K actions of the PDM corresponds to the solution that
we would be obtained when finding optimal treatments for
p(x, y). Most commonly considered fairness metrics will be
affected by this issue as their constraints might depend on in-
dividuals from different subpopulations. As a consequence,
the PDMs can not achieve the overall goal using only local
information but require some form of global coordination.

6 Implications, Discussion, and Ethics
In this section, we discuss implications of our results regard-
ing distribution of power, information needs, and limitations.

Distribution of power. While the power to decide on the
(long-term) goals should lie solely with the SDM, this is in
general not true if PDMs are involved. This results in a ten-
sion between what the SDM wants to achieve and what the
PDM is supposed to do, as also emphasized by our experi-
ments which illustrate the possible change in values because
of the PDM. On the one hand, this tension requires also think-
ing of the PDM as a strategic and political decision-maker
to some extent, defining a clear scope and clear limits for
PDM’s actions, and carefully reviewing the reasons if a PDM
takes actions which deviate from the algorithm’s recommen-
dations frequently. On the other hand, the SDMs are required
to be transparent decision-makers that communicate their val-
ues and goals and support the PDMs in fulfilling their roles.

The stakeholders and their struggles. Both the SDM and
the PDM are part of and interact with a socio-technical sys-
tem that has values embedded. Aligning the SDM and the
PDM requires transparency about those values. But [Bod-
dington, 2017] raises the question of whether we can fully
articulate our most fundamental values. Expecting the PDM
to make decisions, which are better than the algorithm’s de-
cision must happen with respect to the SDM and should in-
tend to compensate for modeling errors or account for latent
confounding factors. Still, the PDM’s decisions might be per-
sonally colored and not aligned with strategic goals or public
agenda. We, therefore, believe the potential influence of the
PDM’s (personal) values is under-discussed.

While the SDM might not have as much power as they
should, the PDM might have too much in some sense while
struggling to utilize it. The PDM might also be as powerful
as implied in policy frameworks, like the AI Act [Commis-
sion, 2021a]. Being a HIL is a blurry and not clearly defined
position with different and changing expectations. It is a po-
sition that can shape the ADM’s behavior but might not fully
be able to account for all effects and the value systems it af-
fects. Having more power to adapt the ADM might avoid bias
or discrimination, but also causes issues regarding responsi-
bility and its assignment [Coeckelbergh, 2020].

In cases in which the values that the ADM should realize
are decided upon in democratic processes, this brings up a

contrast between technocracy as expert rule and democracy
as a people rule. We would need to rethink how and why al-
gorithms are commissioned if we want to question the power
of the SDM. To clarify, here, we treat the SDM as someone
who is deciding over the direction of the algorithm, which can
imply all sorts of algorithms that are democratically influen-
tial. This does not mean that their value system is translated
or implemented one to one, but it means that this is a top-
down technocratic model to assign algorithms.

Finally, considering the role of the PDM we also have to
take potential detachment effects of ADM into account which
have been reported in [Bader and Kaiser, 2019]. People can
become distanced when they feel removed from their basis of
decision-making [Bader and Kaiser, 2019]. Overcoming this
would require a more in-depth engagement with the person
applying for support, their data, and the subsequent transla-
tion to categories used for analysis and collective information
processing [Scott et al., 2022; Møller et al., 2020].

Explanations for the stakeholders. For the SDM and the
PDM to realize their goals and fill their roles their differing
information needs (= explanation needs) must be satisfied. In
particular, the SDM must be able to understand the ADM’s
impact in combination with the PDMs while the PDMs need
to understand the values the SDM wants to realize as well as
the dynamics of the decision process to take corresponding
actions. Such difference in explanation needs is in line with
recent work, e.g., [Dhanorkar et al., 2021], which argues to
think of explanations as iterative, interactive, and emergent.

A concrete approach for explanations for the SDM could
be informed by the results presented in our experiments,
which illustrate how values are blurred because of the actions
the PDMs can take. Furthermore, we could produce similar
explanations for interacting with PDMs who might have a dif-
ferent value system (which might be known partially because
of experience or appropriate studies) and thus understand the
risks imposed by the PDM with respect to the realization of
the values. It would also be possible to perform a sort of value
inference based on the actual decisions of a PDM which could
then be checked against the intended values of the SDMs and
used to better instruct particular PDMs.

Regarding concrete suggestions for the development of ex-
planations, for the PDM, we have observed the need for
PDMs to understand the societal values they should realize
requiring appropriate communication. Furthermore, we have
seen the need for the PDMs to coordinate globally with their
peers—this need could be met by actively, during the usage
of the ADM, providing statistics of the currently made global
decisions and suggestions of how to include this information
in the local decision-making.

7 Conclusions
We considered the role of humans in ADM for socially rel-
evant problems, focusing on the strategic decision-makers
(SDMs) making long-term strategic decisions and the prac-
tical decision-makers (PDMs) making decisions about the
treatment of individuals. After conceptualizing the consid-
ered setting, we illustrated tensions arising from diverse ex-
pectations, values, and constraints by and on the humans in-



volved and exemplified them in experiments on a machine
learning benchmark dataset. We found that while the PDM
is typically assumed to be a corrective, they can, in theory,
counteract the realization of the societal values, not least be-
cause of a misalignment of these values and unmet informa-
tion needs. This can lead to a transfer of power from the
SDM to the PDM and should be accounted for in explana-
tions of the ADM. Suitable explanations should emphasize
the PDM’s implicit role as a strategic decision-maker.
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and Pascal Langenbach. Fair governance with humans
and machines. MPI Collective Goods Discussion Paper,
(2022/4), 2022.

[Hidalgo et al., 2021] César Hidalgo, Diana Orghain, Filipa
de Almeida Jordi Albo Canals, and Natalia Martin. How
Humans Judge Machines. MIT Press, 2021.

[Hind et al., 2019] Michael Hind, Dennis Wei, Murray
Campbell, Noel CF Codella, Amit Dhurandhar, Aleksan-
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This appendix contains:

• Further information on the conducted experiments in
Section A.

• Further notes on the design implications for explanations
resulting from our considerations B.

• Further information on implementing the optimization
objective in Equation (2) in real-world situations in Sec-
tion C.

• Additional related works in Section D.

• The proof of Observation 2 in Section E.

A Additional Experimental Details and
Results

Objective. The objective in Equation (2) serves as an exam-
ple objective the SDMs might aim top optimize. Note, how-
ever, that such an objective might not be available explicitly
(cf. Section C) and within this paper it simply serves to illus-
trate the effects the misalignment between SDMs and PDMs
can have and illustrate examples of how such a misalignment
can be explained through visualizations. For the sake of sim-
plicity we chose demographic parity as the means to quantify
values of the SDMs but in practice values could of course be
more general and could be measured by other fairness metrics
or quantified by other measures the SDMs consider relevant.

In Equation (2), the terms

ρl = | 1
n

n∑
i=1

(x
(i)
l − x̄l)dθ(x

(i))|

quantify the average deviation of the lth sensitive attribute
from its mean weighted by the model’s predictions. Thus
these terms encourage that for 1-decisions, the sensitive at-
tributes are close to their mean, i.e., individuals are not pre-
ferred because of their sensitive attributes.

Choice of dataset. We used the well-known publicly avail-
able housing dataset (based on the US census) to ensure easy
reproducibility of our results. Furthermore, most public em-
ployment datasets do not contain information about individ-
uals. One exception is the Kaggle dataset Students’ Employ-
ability - Philippines1 but we could not find detailed informa-
tion about how the data was collected and the precise meaning
of the provided binary target label (and how precisely it was
derived). Thus, we decided to use the more standard dataset.

Implementation. Our classifier implementation is build-
ing on scikit-lego2. For reference, easy reproducibility
and extension of our results, our source code is provided in
the supplemental material.

B Design Implications for Designing
Explanations

On SDMs and PDMs. The SDMs and PDMs can be the same
person, but often this will not be the case. For instance, an

1https://www.kaggle.com/datasets/anashamoutni/
students-employability-dataset

2https://pypi.org/project/scikit-lego/

organization’s managers could decide to introduce an AI sys-
tem to make some decision-making processes more effective,
e.g., for deciding on loan applications or college admissions.
These managers then will not use these systems themselves
but rather the staff of their respective organizations. This is
precisely the reason why there can be a mismatch in intent.

Explanation design implications. A key observation of
our paper is that for the considered setting both the SDMs
and the PDMs will often require tailored explanations to per-
form their tasks well and achieve their goals. For instance,
while E1 and E2 in Section 4.2 can in principle be explained
using classical explainability techniques (cf. [Molnar, 2022]),
these explanations do not cover downstream effects including
the interplay and alignment of the SDMs and the PDMs re-
garding the actual decisions that would be made. But these
aspects can be crucial for the SDMs and PDMs to perform
their tasks well and achieve their goals. This has immediate
consequences on which explanations should be used and how
they should be designed. On the one hand, if explanations for
E1 and E2 are presented to the SDMs, they could for instance
either (a) include a hint highlighting that the interpretation
of E1 and E2 could be blurred if the PDMs were included
or (b) try to account for the PDMs, e.g., by assuming some
worst-case behavior of the PDMs3 and artificially modifying
P i
t or T̃ i

t to be consistent with the decisions the PDMs would
make. On the other hand, if explanations for E1 and E2 are
presented to the PDMs, they could for instance also include
a hint as above or be augmented with exemplary cases that
illustrate when the SDMs would expect the PDMs to make
decisions that deviate from those that would result from P i

t

or T̃ i
t so that the PDMs can better understand the intent (val-

ues) of the SDMs.
Similar design implications can be derived for E3 and E4

with the addition of also including a dynamics model, e.g.,
by building on insights from economics and the social sci-
ences to illustrate the expected future impact of decisions.
But there are also many more options, e.g., for E4 the fore-
casted changes in employment for various age groups for dif-
ferent possible behaviors of the PDMs could be visualized so
that the SDMs can make a more informed selection of the
algorithm A they want to deploy.

C On Implementing the Optimization
Objective in Real-world Situations

The optimization objective in Equation (2) mainly serves as a
motivational example of the goals the SDMs might pursue. In
many real-world situations, the SDMs might not make such
an objective explicit, not least because articulating values is
difficult. Nevertheless, and also for the sake of transparency
and to support explainability and accountability, SDMs could
aim to at least approximately spell out such an objective.
Consider the employability prediction problem. One could
adopt an iterative process as values can be difficult to artic-
ulate. The SDMs could be interviewed regarding the values

3for instance resulting from imposing constraints on them, e.g.,
regarding the number of decisions they can make that do not agree
with the algorithm’s recommendation

https://www.kaggle.com/datasets/anashamoutni/students-employability-dataset
https://www.kaggle.com/datasets/anashamoutni/students-employability-dataset
https://pypi.org/project/scikit-lego/


they aim to realize, e.g., ”as many people in employment as
possible”, ”equal chances for different groups”, . . ., and their
relative importance. From this information, a proposal for the
objective can be developed, and an algorithm that maximizes
it (using another model for the dynamics, e.g., coming from
economics). One could then refine this model with the SDMs
until it sufficiently accurately reflects their values.

But even if values cannot be quantified, AI-supported
ADM will be realized and used. If in such a case a large
number of decisions is modified by the PDMs, interviews as
well as further analysis could be conducted to understand the
intent of the PDMs’ actions and verify these against the goals
with which ADM was introduced.

D Extended Related Work
D.1 Humans-in-the-loop
A human-in-the-loop setting is commonly defined as an au-
tomated process that requires human interaction, meaning
that human knowledge and experience are integrated into,
for instance, an ML model [Wu et al., 2022]. While there
is no clear-cut definition, some authors also differentiate the
human-on-the-loop process in which the human plays a less
central role; referring to tasks that are executed completely
and independently by machines, but where a person acts in a
monitoring or supervisory role, with the ability to interfere if
the process should fail [Fischer et al., 2021]. Another term,
often used interchangeably, is human oversight often dis-
cussed in the context of trust in ADM and AI and which is in-
creasingly required by policy-makers and regulators [Koulu,
2020; on Artificial Intelligence, 2019; Commission, 2021a].
As mentioned, we investigate two specific types of HILs in
this work, which both influence ADM’s outcomes: (i) a per-
son who makes a final determination of a decision informed
by the system’s predictions [Bell et al., 2022]—the practi-
cal decision-maker (PDM) or practical HIL; and (ii) a per-
son who has strategic oversight over the development and de-
ployment of an ADM, such as politicians, regulators, or other
actors in society who determine longer-term goals in the con-
text of public services—the strategic decision-maker (SDM)
or strategic HIL.

The HIL, generally speaking, is commonly viewed as a
control system that guarantees accountability but also pre-
vents undesirable consequences [Dodge et al., 2019; Starke
et al., 2022; on Artificial Intelligence, 2019; Rahwan, 2018].
Both from a legal and a moral fairness perspective the role
of the HIL is to mitigate risk. Algorithmic accountability has
been established as a term to describe good practice for ADM
use in public services [Brown et al., 2019], often attributed to
the existence of a HIL. However, the traditional HIL, deeply
embedded in the technicalities of the ADM process does not
fit this role necessarily. Usually, the focus is on increasing the
performance of the algorithm, resolving ambiguities, or even
simply labeling input data [Wu et al., 2022]. As said, in this
work, we investigate two different HILs which influence the
ADM process at different points, and which are of particu-
lar importance in ADM with societal impact. They are illus-
trated in Figure 1 as the practical decision-maker (PDM), who
oversees individual decisions (such as a caseworker), and the

strategic decision-maker (SDM) who is often a decider of val-
ues and long-term decisions.

Most research on ADM does not specify the precise role
of the HIL nor of the PDM or SDM in detail, nor does it
study it in abstract form, e.g., whether a HIL has the power
to influence the ADM outcome and how this would affect the
wider environment. Questions regarding the distribution of
power are raised for example by [Kasy and Abebe, 2021],
who discuss who gets to select the objective function of an
algorithm. Describing the role of these HILs requires think-
ing about the work practices where a model’s predictions are
meant to be used and the environment in which the HIL is
expected to act [Dhanorkar et al., 2021]. This is likely partic-
ularly relevant for the PDM who is in some cases expected to
use the ADM outcome simply as a second opinion [Allhutter
et al., 2020]. We argue that the PDM is put in a potentially
unresolvable position of tension between individual decisions
and strategic value-based desired outcomes. The expectations
of the PDM are not aligned with their practical power or ex-
pected ability to understand strategy. We challenge the as-
sumption that the PDM has safeguarding capabilities that are
so readily assigned to this role.

In light of the growing complexity of models, other authors
have identified explanations of a system’s output as neces-
sary, next to being able to evaluate it against a set of norms,
constraints, and standards [Langer et al., 2021; Speith, 2022].
But also the need to understand larger parts of the decision-
making process has been recognized [Kulesza et al., 2013;
Madras et al., 2018]. This is especially relevant as the HILs
needs to understand algorithmic decisions to enact their role
of oversight, thus explanations need to be available and acces-
sible [Hind et al., 2019]. However, while recent work high-
lights the need to communicate ADM in different ways there
are limitations in how we can explain and assess such val-
ues [Wallach and Allen, 2009].

Importantly, the influence of explanations on fairness per-
ceptions and the resulting impact on human-AI decision mak-
ing has been considered in related work [Schoeffer et al.,
2022]. While this work also considers how explanations can
influence a HIL’s actions, it focuses on fairness perceptions
and not on the more general alignment of arbitrary values we
focus on. Furthermore there is no conceptual distinction re-
garding the explanations of different parts of the AI assisted
decision-making and thus questions of alignment are not dis-
cussed in the granularity as in our work. Further, our discus-
sion considers philosophical aspects and ethical concerns and
issues arising from the general problem setup and the chal-
lenge of alignment in ADM with a HIL in particular.

D.2 Information needs of humans-in-the-loop
Different HILs need different types of knowledge about
the ADM process depending on their role [Langer et al.,
2021]. To date, most XAI literature focuses on the techni-
calities of automated processes [Speith, 2022; Abdul et al.,
2018]. While recent work and guidelines demonstrate in-
creasing awareness of the potential pitfalls and dangers of
ADM [Brown et al., 2019; de Fine Licht and de Fine Licht,
2020], many proposed solutions are designed with data sci-
entists or developers in mind, closely linking explanations



with the model process, [Liao et al., 2020]. This common,
algorithmic-centric view of information needs and explana-
tions focuses on information about input data and potential
biases, performance, feature weights, and other aspects of
ADM [Liao et al., 2020]. While relevant, a need for other
diverse information types has been recognized. Within the
technical realm this includes considering ‘what’ is explained;
for instance, differentiating between local (a predictive out-
put is explained) and global (concerning the broader over-
all reasoning of the model) explanations [Dhanorkar et al.,
2021]. What is more, this also includes considering ‘who’
explanations are tailored to, as different stakeholders in ADM
have been identified, such as developers, users, and affected
persons [Langer et al., 2021]. This work takes a step fur-
ther in illustrating the cross-disciplinary information needs of
the HILs, widening the scope of required information needs,
skills, and explanations; as well as an in-depth discussion of
the role and power of two HILs directly involved in the ADM
process, the PDM and SDM.

In light of the growing complexity of models, other au-
thors have identified explanations of the output of a system
as necessary, next to being able to evaluate it against a set
of norms, constraints, and standards [Langer et al., 2021;
Speith, 2022]. But also the need to understand larger parts of
the decision-making process has been recognized [Kulesza
et al., 2013]. This is especially relevant as the HILs needs
to understand algorithmic decisions in order to enact their
role of oversight, thus explanations for the decision need
to be available and accessible [Hind et al., 2019]. How-
ever, while, as already mentioned, recent work highlights
the need to communicate ADM in different ways, includ-
ing not just technical processes, but also acknowledging de-
sired values, there are limitations in how we can explain
and assess such values [Wallach and Allen, 2009]. [Winikoff,
2018] for instance discusses the complexities of ‘value-based
reasoning’ from algorithms and other autonomous systems,
while others question in what sense a technological sys-
tem ‘uses’ or ‘represents’ values at all [Boddington, 2017].
Also, studying the empirical processes where value is as-
signed to algorithms is challenging [Petersen et al., 2020;
Møller et al., 2020]. In the context of public services, [Møller
et al., 2020] illustrate the complexities of discussing values in
ADM at an organizational level as well as an individual level
with caseworkers, a differentiation which this work picks up
and expands on.

Calls for explanations targeting different audiences have
been made, not least to support public understanding (includ-
ing affected persons) of ADM [Woodruff et al., 2018]. It has
also been recognized that the information needs of external
stakeholders likely require different levels of detail than those
directly involved in the process and that explanation needs
are highly contextual and situated [Dhanorkar et al., 2021].
A recognition of the dynamic nature of AI models and their
embeddedness in sociotechnical systems has resulted in the
realization that explanations might not be static information
objects, at best tailored to different audiences, but facilitators
of ongoing sensemaking and collaborative learning by dif-
ferent actors in the ADM process [Dhanorkar et al., 2021;
Sokol and Flach, 2020]. In this paper, we illustrate the

need for more complex explanations that actively aim to sup-
port resolving tensions between practical and strategic value-
based decisions, considering the various constraints under
which HILs operate.

Issues regarding PDMs being unaligned with policy goals
have also been studied without relation to ADM [Prottas,
1978; Lipsky, 2010; Pratt and Sossin, 2009; Sossin, 1994;
Kelly, 1994]. Several works have also put this into the con-
text of ADM [Bovens and Zouridis, 2002; Alkhatib and Bern-
stein, 2019; Binns, 2022]. Most of these works, while ad-
dressing a similar topic as our paper and raising related is-
sues, touch the topic at a higher level of technical detail but
we argue that a rigorous treatment also on a technical sys-
tems level is necessary to deal with this topic. There is also
fieldwork studying the interaction of ADM and HILs [Cheng
et al., 2022] and related work taking a more holistic picture
of the whole decision-making process touching upon the top-
ics of XAI and issues regarding fairness [Madras et al., 2018;
Bansal et al., 2021].

D.3 Ethical responsibility in public service ADM
Explaining decisions is not only a part of what humans nat-
urally do when they communicate, but it is also a moral re-
quirement [Coeckelbergh, 2020], arguable even more so for
ADM with societal consequences. Decision-support in pub-
lic service is seen as a domain in its own right [Møller et al.,
2020; Veale et al., 2018]. One characteristic as pointed out
by [Møller et al., 2020] is how challenging it can be to de-
termine the success of interventions due to the long-term and
procedural nature of the public service domain. Metrics that
correspond to values are contested due to the complexity of
societal processes, for instance concerning resource alloca-
tion in employment support. Complex algorithms influence
not only expert contexts like medicine [Chung et al., 2021]
but also increasingly democratic spheres [Sudmann, 2019];
another incentive to rethink the scope of information that XAI
is addressing. In this light, understanding the power of the
HIL is especially important as their role is concerning deci-
sions that have a wider democratic scope.

Values are an inherent part of any automated decision-
making process. For instance, Wallach & Allen [Wallach and
Allen, 2009] point out the need to acknowledge that we pro-
gram values into machines and that this makes them ethically
consequential even if not yet fully agents. Since then, Val-
lor [Vallor, 2016] and Coeckelbergh [Coeckelbergh, 2020]
have developed various ethical concepts to understand the
development of virtues within technology or AI. [Spieker-
mann, 2021] advocate value-based engineering as a process-
driven, holistic approach to system engineering. ADM in
public services is explicitly value-driven [Brown et al., 2019;
Veale et al., 2018]. Following [Spiekermann, 2021]’s ap-
proach we argue that if the HIL’s are considered an in-
tegral part of the ADM process in the public domain it
is insufficient to provide them with ‘lists of values’, but
that we need to rethink the role, knowledge, and power of
each HIL to ensure the consistency of value principles in
the decision-making process. [Coeckelbergh, 2020] points
out that the issue with responsibility is its assignment, a
point which is emphasized by the challenges faced by the



SDM and the PDM. Despite efforts to the contrary, several
reasons have been identified why ADM systems currently
rarely comply with standards that aim to ensure such value-
driven design, such as for instance the standard for ‘trustwor-
thy artificial intelligence’ [on Artificial Intelligence, 2019;
de Fine Licht and de Fine Licht, 2020; Bell et al., 2022;
Dodge et al., 2019]. Much discussed values in this con-
text have been fairness and interpretability of algorithms in
ADM settings. This has led to auditing approaches of algo-
rithms [Feldman et al., 2015; Zafar et al., 2017; Bandy, 2021]
and the development of ‘fair’ by design model construc-
tion approaches [Brown et al., 2019; Agarwal et al., 2018;
Kilbertus et al., 2017]. In this work, we discuss the impor-
tance of understanding and communicating how chosen val-
ues are operationalized in an ADM use case and the complex
decision design space of public services [Yu et al., 2020].

Describing the roles of the different HILs requires think-
ing about the work practices where a model’s predictions are
meant to be used and the environment in which the HIL is
expected to act [Dhanorkar et al., 2021].

E Proof of Observation 2
Proof. We prove the statement by constructing an instance
of our framework in which the SDM selects a suboptimal al-
gorithm regarding the SDM’s objective if the SDM does not
take the PDM’s actions into account. To this end, assume that
A = {A1,A2}, i.e., the SDM can choose between two differ-
ent algorithms. Furthermore, assume that F (A) = g(A) =
accuracy(A), i.e., there are no values and the SDM’s objec-
tive is to maximize accuracy(A), e.g., the accuracy of A for
predicting whether a person will not find a job without addi-
tional training (the SDM’s goal could be to provide training
to all those people). Wlog let F (A2) < F (A1) < F (A2)+δ
for some 0 < δ < ϵ (this is always possible if the achievable
accuracy for some machine learning problem is at least ϵ and
full knowledge about the data distribution is available). That
is, the SDM prefers A1 over A2 as it achieves better perfor-
mance wrt to its goals. But if the PDM can alter A2’s deci-
sions on cases on which A2 makes mistakes while it cannot
correct mistakes for A1, then the PDM can together with A2

achieve a performance of F (A2)+ ϵ > F (A2)+ δ > F (A1)
and hence the choice of the SDM of selecting A1 would be
suboptimal in face of employing the PDM.
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